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Ditransitive constructions
in Germanic languages
New avenues and new challenges

Eva Zehentner, Melanie Röthlisberger and
Timothy Colleman

This edited volume brings together twelve empirical (corpus-based and/or exper-
imental) studies on ditransitive constructions in Germanic languages and their
varieties, past and present. The introductory chapter sets the stage by providing a
brief overview of current trends and challenges in linguistic research on ditransi-
tive constructions (also often called dative constructions, see below). It pinpoints
some of the main issues that are of interest in current work addressing these con-
structions from a broad cognitive-functional perspective – which is the general
theoretical approach to grammar implicitly or explicitly informing most of the
individual studies included in the volume.1 The chapter is structured as follows:
Section 1 defines the concepts of ditransitive constructions and ditransitive verbs
for the purposes of the present volume; Section 2 outlines three clusters of issues
that have been of topical interest in recent construction-based work on the phe-
nomena at hand. Section 3 concludes the introductory chapter with a brief sum-
mary of the following individual chapters and an overview of the structure of the
volume.

https://doi.org/10.1075/sigl.7.00zeh
© 2023 John Benjamins Publishing Company

1. This means that we will not be concerned with the debates about whether the two ditransi-
tive constructions attested in languages like English are derivationally related and, if so, which
derives from which, that have largely dominated research from a formal syntactic perspective
in the early days of research on the English dative alternation – see, e.g., Harley (2002) or
Bruening (2010) for well-known references. Neither will such questions be addressed in the
individual chapters. This is not to deny that relevant observations on ditransitive constructions
have been made in the field of formal syntax, too. The formal literature has tended to focus on
topics and questions quite different from the ones that will be addressed in this volume, though.



1. Ditransitive constructions and ditransitive verbs

According to Malchukov and colleagues in the typological overview that serves
as the introduction to their handbook on ditransitive constructions in the world’s
languages, a ditransitive construction can be defined “as a construction consisting
of a (ditransitive) verb, an agent argument (A), a recipient-like argument (R),
and a theme argument (T)” (Malchukov, Haspelmath, and Comrie 2010: 1). For
instance, all sentences in (1) to (4) involve an agent ‘the man’, as well as a recipient-
like entity ‘his brother’, who receives the theme ‘the book’. As also illustrated in
the examples, Germanic languages typically display (at least) two such construc-
tions, viz. a ‘double object’ pattern in which both the theme and the recipient
argument are encoded as noun phrase (NP) objects (the constructions in the
(a)-examples), and a prepositional pattern in which the recipient is introduced by
a preposition while the theme is encoded as an NP object (the constructions in
the (b)-examples).

(1) English
a. The man gave his brother a book.
b. The man gave a book to his brother.

(2) Dutch
a. De

the
man
man

heeft
has

zijn
his

broer
brother

een
a

boek
book

gegeven.
given

‘The man has given his brother a book’
b. De

the
man
man

heeft
has

een
a

boek
book

aan
on

zijn
his

broer
brother

gegeven.
given

‘The man has given a book to his brother.’

(3) German
a. Der

the
Mann
man

schickte
sent

seinem
his

Bruder
brother

ein
a

Buch.
book

‘The man sent his brother a book.’
b. Der

the
Mann
man

schickte
sent

ein
a

Buch
book

an/zu
on/to

seinem
his

Bruder.
brother

‘The man sent a book to his brother.’

(4) Danish
a. Manden

man.the
gav
gave

sin
his

bror
brother

en
a

bog.
book

‘The man gave his brother a book.’
b. Manden

man.the
gav
gave

en
a

bog
book

til
till

sin
his

bror.
brother

‘The man gave a book to his brother.’
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While it is obvious from the examples that there is a considerable degree of formal
and semantic parallelism between these (pairs of ) constructions in various Ger-
manic languages, the languages also differ in a number of important aspects. First,
in the double object patterns, the recipient and theme occur as unmarked NPs
in some Germanic languages (including English, Dutch, and Danish) whereas
they are overtly case-marked – in the typical case for dative and accusative case,
respectively – in others (including German). From a typological perspective, the
German construction in (3a) can be considered a case of ‘indirect alignment’ in
the terminology of Malchukov, Haspelmath, and Comrie (2010), in that the recip-
ient but not the theme receives formal marking that sets it apart from the proto-
typical patient of monotransitive events. It is not fundamentally different from the
prepositional constructions in the (b)-clauses in this respect. The double object
constructions in (1a), (2a) and (4a) from English, Dutch and Danish, by contrast,
represent ‘neutral alignment’, since neither of the two non-agentive arguments is
coded (overtly) differently from the monotransitive patient.

Second, the Germanic languages also differ in the extent to which the alter-
nation between the double object and the prepositional pattern(s) is systematic
and pervasive. In some languages, English being the prime example, the so-called
dative alternation applies more or less across the board, i.e. the large majority of
relevant verbs can alternate freely between the double object pattern in (1a) and
the prepositional-dative pattern in (1b), with speakers’ choices in language use
being determined by a multitude of formal, semantic, and discourse-pragmatic
variables. In some other languages, the prepositional pattern is more constrained,
for instance in the types of verbs that it can and cannot be used with: it is no coin-
cidence that the German sentence pair in (3) features the verb schicken ‘to send’
rather than the more prototypical ‘giving’ verb geben ‘to give’, for instance.

Third, the languages differ in the exact kind of prepositions used to mark
recipient function in the prepositional-dative pattern and in the extent to which
several prepositional patterns can be said to be in competition with the double
object construction. For instance, Colleman and De Clerck (2009) discuss a num-
ber of differences between the English to-dative construction in (1b) and the
Dutch construction with aan (cognate with English on, German an) in (2b) that
can be related to the status of to but not aan as an allative preposition that also
encodes spatial goals. Note also that despite being more restricted in use, Eng-
lish additionally features a prepositional pattern involving for (The man baked
a cake for his brother), while in e.g. German there is variation between prepo-
sitional paraphrases involving an or zu (cf. e.g. Theijssen et al. 2013; Zehentner
and Traugott 2020 on English benefactives; De Vaere, De Cuypere, and Willems
2020a, 2020b on German).

Ditransitive constructions in Germanic languages 3



Other formal differences between ditransitives in the different languages
include the degree of word order flexibility – e.g. in both the English double
object construction in (1a) and the English prepositional pattern (1b), the relative
order of the recipient and theme object is more or less fixed (but see, e.g. Gerwin
2014 for non-canonical patterns in dialects of British English), whereas in the Ger-
man dative-accusative construction in (3a), they can occur in both orders (see,
e.g., Primus 1998)2 – and passivization properties, i.e. whether the theme or the
recipient is the unmarked choice for subject function in passive clauses with verbs
of giving and the like (see, e.g., Siewierska 1998 for discussion, or, from a genera-
tive perspective, Haddican and Holmberg 2014).

Semantically, the constructions differ in the range of verbs they are used with,
and, correspondingly, the abstract meanings they can be taken to instantiate. Apart
from prototypical verbs of giving that denote a volitional transfer of possession from
an agent to a recipient, ditransitive constructions typically also accommodate verbs
from a number of other, semantically related verb classes, such as verbs of bringing
and sending, verbs of future transfer, verbs of not-giving, verbs of creation or prepa-
ration, and (certain) verbs of communication. Although a basic ‘transfer-related’
meaning is thus salient for the constructions across Germanic languages, some dif-
ferences nevertheless exist in the exact range of verb classes that a construction can
be used with (or, put somewhat differently, in the types of three-participant scenar-
ios that it can be used to encode), both within languages and between languages.
To give just one example, besides all kinds of giving verbs, the German dative-
accusative construction can also be used with a variety of verbs of stealing or taking
away, to denote an event in which the referent of the dative object is dispossessed
of something rather than given something. As shown by the contrast between (5a)
and (5b), the English double object construction does not accommodate such verbs
of dispossession (anymore). This issue is also reflected in the above definition by
Malchukov and colleagues, which is deliberately somewhat vague about the exact
semantic role played by the ‘third’ argument next to the agent and theme arguments:
the label ‘recipient-like’ is broad enough to also include addressees, beneficiaries,
possessional sources, and other, more marginal semantic roles.

(5) a. Der Mann hat seinem Bruder ein Buch gestohlen/geklaut/weggenommen.
b. * The man has stolen/taken/snatched his brother a book. (ungrammatical

on the intended interpretation that the indirect object referent is a posses-
sional source rather than an (intended) recipient or beneficiary)

2. If the reverse order sounds a bit odd in the actual example from (3a) (i.e., ?Der Mann
schickte ein Buch seinem Bruder), this is because an indefinite dative object is followed by a def-
inite accusative object. In other constellations, the reverse order is perfectly fine, e.g. Der Mann
schickte das Buch einem Kollegen (‘The man sent the book [to] a colleague’).

4 Eva Zehentner, Melanie Röthlisberger and Timothy Colleman



Two important terminological notes need to be made before we move on to the
next section. First, the term ‘dative’ is used with quite different meanings in the
literature on ditransitive constructions. Traditionally, it is the label for a specific
morphological case, viz. the case that has the marking of the recipient of ‘give’
events as one of its prototypical functions, next to a variety of other functions.
In this sense, the recipient in the German example in (3a) is in the dative case,
and, accordingly, we have referred to the ditransitive construction in question as
the ‘dative-accusative’ construction above. Often, however, ‘dative’ is also used
in a much looser sense, as referring to any marker of recipient function or any
construction that has such a marker in it – dative has more or less the same
broad reference as ditransitive, then, and indeed, it is not uncommon to come
across labels like ‘double object dative’ and ‘prepositional (object) dative’ for the
English constructions in (1a) and (1b), respectively, even if neither of them is a
dative construction in the narrower sense of the term (compare also the conven-
tional term ‘dative alternation’ for the variation between them). Conversely, as is
also observed by Malchukov, Haspelmath, and Comrie (2010:4, fn (3)), the term
‘ditransitive’ is sometimes used in a much narrower sense, as specifically referring
to constructions with two bare NP objects, i.e. to double object constructions – in
Goldberg’s work, for instance, the English pattern in (1a) is consistently labelled
as the ditransitive construction (see Goldberg 1995, 2006, among others).3

Second, there is the question of what constitutes a ditransitive verb. One way
of defining this notion is, by analogy with the above definition of a ditransitive
construction, as a verb which lexically selects an agent, a theme, and a recipient-
like participant, with the latter also including addressees, possessional sources,
and so on. Another possible definition is that a ditransitive verb is a verb that can
be used with ditransitive syntax, i.e. a verb which occurs in one or more construc-
tions that meet the above definition of a ditransitive construction. These defin-
itions do not necessarily amount to the same thing. One of the key arguments
underlying Goldberg’s construction-based theory of argument structure is pro-
vided by the observation that a verb need not lexically select a recipient(-like) role
in order for it to be eligible for use in the English double object construction: in
double object clauses with verbs of ballistic motion such as kick, throw, etc., for
instance, as in (6), the recipient role does not correspond to a lexical participant
role of the verb but is provided solely by the construction (see Goldberg 1995,
2002, 2006, etc. for further elaboration).

(6) Bob kicked/threw/hit/hurled his teammate the ball.

3. A concise overview of terminology within the research tradition on English ditransitives can
be found in e.g. Gerwin (2014: 10–11). Also see Willems (2020) for a discussion of the various
ways in which the label ‘ditransitive’ has been applied to German.

Ditransitive constructions in Germanic languages 5



That is, kick etc. are not ditransitive verbs according to the former definition but
they are according to the latter. Unless otherwise noted, the notion of ditransi-
tive verb will be used in the latter, looser sense throughout this volume, i.e. as a
verb that is compatible with one or more ditransitive constructions (the chapter
by Nielsen and Heltoft, though, starts out from a narrower definition of lexical
ditransitivity).

2. Topical issues in recent research on ditransitive constructions

2.1 Novel determinants, variants, and methodologies in studying dative
alternations

The English dative alternation illustrated in (1) above is one of the most densely
researched cases of syntactic variation in contemporary linguistics and has
received a great deal of attention in a wide range of theoretical frameworks (see,
e.g., Green 1974; Barss and Lasnik 1986; Pinker 1989; Langacker 1991; Goldberg
1995, 2006; Bresnan 2001; Croft 2003; Beck and Johnson 2004; Levin and
Rappaport Hovav 2005; Rappaport Hovav and Levin 2008; and many, many oth-
ers – see e.g. Mukherjee 2005: 1–69 or Ozón 2009: 19–75 for extensive overviews
of the main points of discussion and seminal works on the topic). A major devel-
opment in the investigation of this phenomenon is that, over the past fifteen years
or so, it has increasingly been addressed from a corpus-based and/or experimen-
tal perspective in studies using a variety of modern quantitative techniques of
data analysis (Gries and Stefanowitsch 2004; Mukherjee 2005; Bresnan and Hay
2008; Perek 2015; etc.). There is now a large degree of consensus that the Eng-
lish dative alternation is not only a matter of two patterns with subtly different
semantics or of two different word order patterns that can be exploited for opti-
mizing information structure in the clause, but that speakers (a) often have more
than two patterns to choose from and (b) that these choices are determined by a
multitude of formal, semantic, discourse-pragmatic, and psycholinguistic factors
at the same time (and that are potentially interacting with each other). Several of
these factors – e.g. the discourse-givenness of the theme and recipient referents,
or the length difference between the theme and recipient NPs – have been shown
to significantly affect language users’ choices in a variety of studies, on the basis
of quite differently compiled data, so that there is massive, very robust evidence
for their impact on the alternation. Still, results on other potential predictors
are less unequivocal, and, even though the models built in the existing literature
typically achieve excellent goodness-of-fit, it is quite likely that there are other
variables co-determining speakers’ choices in the dative alternation that have so
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far been neglected. An investigation of such additional factors can be found in
Röthlisberger (2018) and Röthlisberger (2021), which feature further social vari-
ables like speaker gender, but also linguistic factors like structural persistence
(syntactic priming), overall corpus frequency of the head nouns of the recipients
and themes, thematicity (normalised frequency of the head nouns in the specific
text a ditransitive token appears in), as well as lexical density, measured as the
type-token ratio in the text surrounding a ditransitive instance (cf. Röthlisberger
2018: 73–78).

Apart from exploring the potential impact of novel, previously neglected fac-
tors, recent research has also increasingly acknowledged that the dative alterna-
tion (and other syntactic alternations, for that matter, see Szmrecsanyi et al. 2016)
is not a binary alternation, but that there are other variants besides the proto-
typical patterns. Such additional constructions – whether nominal or preposi-
tional – which display a certain amount of lexical and/or structural overlap with
the more ‘canonical’ ditransitive constructions are frequently excluded in inves-
tigations of ‘the’ dative alternation, typically due to them constituting dialectal
variants or variants thought to be ungrammatical or too infrequent in the stan-
dard language to warrant a systematic investigation. The studies by Siewierska
and Hollmann (2007) and Gerwin (2014), which explicitly include the alternative
English double object pattern with the theme before the recipient (She gave it
him) are among the exceptions; also see Delorge, Plevoets and Colleman (2014)
who include ‘secundative’ constructions with a possessor direct object in their
investigation of the alternation possibilities of (dispossession) ‘transfer’ verbs in
Dutch or Lee-Schönfeld and Diewald (2017) who address (changes in) double-
accusative (instead of dative-accusative) constructions in German. .

It is only to be expected that, in the years to come, further progress in predict-
ing dative choice will be made through including hitherto unexplored language-
internal or -external factors in the investigation, or innovative operationalisations
of known factors, and/or by including alternative three-argument constructions
in the investigation of speakers’ constructional choices.

A final point to note here is that as already pointed out above, the availability
of larger corpora and datasets in past years has increased the possibilities for
corpus-based research on the dative alternation. At the same time, experimental
data and methods not exclusively related to language production in use, have
gained momentum in this area of research, too, also due to the adoption of inno-
vative methodologies from other scientific fields. Converging evidence from dif-
ferent methodological approaches has allowed us to put many assumptions on
the dative alternation, its variants, and its determining factors on (even) more
solid grounds. We can refer to Perek (2015) here, for instance, who, in addition
to corpus-based methods, uses a sorting task experiment and a productivity

Ditransitive constructions in Germanic languages 7



experiment to evaluate hypotheses about the (asymmetric) relations obtaining
between the constructions involved in the English dative alternation. For another
example, see Zehentner’s (2019) use of Evolutionary Game Theory, an approach
originating in applied mathematics, for investigating the directionality of causa-
tion in the emergence of the English dative alternation in a novel way (also see
Zehentner, this volume).

2.2 Interlingual and lectal variation

Compared to the overwhelming amount of work on the English alternation, the
dative alternation(s) of other Germanic languages have received relatively less
attention (although see e.g. Barðdal, Kristoffersen, and Sveen 2011 on various
Scandinavian languages; Dehé 2004 and Ussery 2017 on Icelandic; Colleman
2009 on Dutch; and Røreng 2011 and Adler 2011 on German). That is, ‘indirect
objects’ and the constructions they occur in have always constituted an area of
interest in descriptive work rooted in the different grammatical traditions of the
languages in question, but their dative alternations have not been addressed from
a more advanced quantitative perspective to the same extent as has been the case
for English. Recent exceptions include e.g. Colleman and De Clerck (2009) and
Geleyn (2017) on Dutch, or De Vaere, De Cuypere and Willems (2020a, 2020b)
on German. Such studies point out differences as well as similarities between
the ditransitive constructions of English and their (partial) equivalents in the
other Germanic languages under investigation, and/or between the exact formal,
semantic, etc. variables determining the choice between the alternants in these
different languages.

In addition to a greater focus on variation between different languages in
recent work on ditransitives, a recent increase in attention to language-internal
variability can also be observed. Many studies have traditionally largely focused
on the relation between the two main alternating constructions in the present-
day ‘standard’ language, abstracting away from issues of language variation and
change. That is, they have typically aimed at pinpointing the subtle semantic
and/or discourse-pragmatic differences between the constructions involved and/
or at elucidating the formal relation between them, mostly on the basis of intro-
spective observations about ‘the’ facts of English or of another language. More
recently, however, we have seen a widening of the research scope to take into
account regional variation (on both a macro- and micro-level), see e.g. Siewierska
and Hollman (2007) or Gerwin (2013, 2014) on diatopic variation in British Eng-
lish, Mukherjee and Hoffmann (2006) on Indian English, and Bresnan and Hay
(2008) on New Zealand English. A large-scale regional perspective has been taken
by Röthlisberger, Grafmiller, and Szmrecsanyi (2017) and Röthlisberger (2018)
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who compare the influence of semantic and discourse-pragmatic factors on the
dative alternation across nine varieties of English including Caribbean and Asian
varieties. With regard to other languages besides English, Barðdal, Kristoffersen,
and Sveen (2011) compare ditransitives across different Scandinavian languages,
and Colleman (2010) contrasts benefactive ditransitives in Belgian versus Nether-
landic Dutch, among others. The growing body of research into ditransitives and
dative alternation(s) of various kinds is a more than welcome development in this
area of linguistics, enabling us to gain a deeper understanding of patterns of extra-
linguistic variation, but also potentially cross-linguistically stable or variable cog-
nitive processes at play in (ditransitive) argument structure.

2.3 Ditransitive constructions and language change

Finally, and to some extent related to the previous trend, recent research has seen
a renewed interest in the diachronic development of ditransitive constructions
and the dative alternation(s), sparked by the increased availability and quality of
historical corpora, and by advances in methods and tools applicable to historical
data. Such quantitative investigations into the history of the dative alternation in
English include e.g. Colleman and De Clerck (2009, 2011); De Cuypere (2015a,
2015b); Yáñez-Bouza and Denison (2015); and Zehentner (2017, 2019, 2022), fol-
lowing up on earlier studies such as Allen (1995) and McFadden (2002). Similar
tendencies as in work on English can be discerned in research on ditransitive con-
structions in the history of other Germanic languages, where the last decade has
also seen an upsurge in work on the issue, particularly research that is informed
by novel theoretical and methodological approaches (see, e.g., Barðdal 2008 and
Barðdal, Kristoffersen, and Sveen 2011 on change in Scandinavian languages;
Geleyn 2017 on Dutch; Speyer 2015 on German; Heltoft 2014 on Danish; etc.).

What most of these studies taking a diachronic view to the phenomenon have
in common is that they are mainly aimed at tracing the development of the pat-
terns involved over time and at thereby providing explanations for the estab-
lishment of the syntactic variation attested in present-day language: main points
of interest here include changes in the patterns available for ditransitive verbs
(e.g. the emergence of the prepositional to-construction in the history of English)
and changes in the formal and functional features of the respective constructions
(such as the preferred order of objects and the factors influencing it, or the range
of verb classes associated with the patterns). In these discussions, the role played
by other, concomitant changes, such as changes in morphological case marking,
often features heavily as well.

Finally, a further recent strand of diachronic studies combines several of the
aspects just outlined, by investigating the simultaneous influence of language-

Ditransitive constructions in Germanic languages 9



internal and -external factors that have shaped the use and choice of the variants
in specific historical time periods or across time (cf. e.g. Wolk et al. 2014; De
Cuypere 2015a, 2015b). Despite the increasing attention to the diachrony of ditran-
sitives, however, many open questions on the precise developments remain, espe-
cially for languages other than English.

The contributions in the present volume address some of the gaps left by
previous research. Most of the included studies touch on several of the issues
discussed in the three sub-sections above: they illustrate a wealth of innovative
theoretical and methodological approaches, feature investigations into a broad
variety of different Germanic languages, or varieties and/or historical stages
thereof, and reflect a range of theoretical aims. The results of the individual stud-
ies nicely complement each other, and furthermore serve to showcase the great
relevance of dative alternation/ ditransitive studies beyond this narrow field. We
briefly summarise the individual contributions in the following section.

3. Studies included in the volume

The structure of the volume is as follows: the chapters in the first part of the vol-
ume trace the diachronic trajectory of one or both of the ‘competing’ ditransitive
constructions, focusing on English (contributions by Ingham and by Zehentner),
German (Rauth), Swedish (Valdeson) and Danish (Nielsen and Heltoft). These
chapters highlight, first of all, the diversity of external as well as internal factors
that need to be considered in order to provide a more detailed explanation for
the changes observed. What is more, they demonstrate that parallel changes in
languages (e.g. the loss of case marking in English and several North-Germanic
languages, and to some extent also in German) do not necessarily lead to the
same outcome. This suggests that the variation between the two constructions is
not exclusively – and perhaps not even primarily – determined by morphological
conditions, and that the causal relationships involved in the diachronic develop-
ment of ditransitives are complex and potentially language-specific. In addition,
quantitative or qualitative analyses of diachronic change in the constructions’
semantic ranges (contributions by Valdeson, and Nielsen and Heltoft) point to a
semantic specialisation over time as well as to the establishment or marginalisa-
tion of specific subconstructions.

In Zehentner’s chapter, an Evolutionary Game Theory model is used to test
the hypothesis that under certain (competing) pressures such as economy and
explicitness, changes like the loss of case marking and the fixation of constituent
order can lead to co-existence and a division of labour situation between two
strategies (e.g. the double object construction and the prepositional pattern). The

10 Eva Zehentner, Melanie Röthlisberger and Timothy Colleman



model shows that it is plausible that while loss of case marking may give an advan-
tage to prepositional patterns (due to their greater disambiguation power), nom-
inal patterns may still be maintained due to differences in length, and to certain
ordering biases.

Ingham, by contrast, pursues a language-external explanation for the estab-
lishment of the to-dative pattern in English: he posits that the reduction of case dis-
tinctions cannot sufficiently account for the spread of this innovative prepositional
pattern, and instead adduces contact with Old French as a main driving force in
this development. Based on a dictionary investigation of the first attestations of
ditransitive verbs and psych-verbs (where dative case arguments in earlier English
similarly often came to be used with to) in the relevant patterns, Ingham demon-
strates that French loan verbs indeed seem to behave differently from native Eng-
lish verbs in respect to their preferred argument structure, lending support to the
hypothesis that language contact may have been a driving (or at least important
contributing) factor in the establishment of the English dative alternation.

Rauth, in his chapter on object alignment in the history of German, shows that
even when prepositional patterns are left out of the discussion, there is still impor-
tant variation in German ditransitives, in that the order of the nominal object argu-
ments is flexible. This variation between dative-accusative and accusative-dative
orders also constitutes some kind of ‘dative alternation’: as demonstrated by Rauth’s
logistic regression model on the choice between ordering patterns in different vari-
eties and historical stages of German, the word order variation in German ditransi-
tives is influenced by similar semantic and discourse-pragmatic factors as typically
tested for the dative alternation in English (and other languages).

Instead of focusing on the alternation between ditransitive patterns, Valdeson
explores the semantic range of one of the constructions, viz. the double object
pattern, in Swedish. His corpus investigation of the construction in 19th and 20th
century Swedish shows a recent decrease in type frequency and a loss in pro-
ductivity, with the construction becoming more and more specialised to ‘trans-
fer’ senses, while e.g. verbs of malefaction have been ousted from double object
use. He identifies a narrowing in the construction’s semantics over time along the
same pathway seen in the history of English (cf. Colleman and De Clerck 2011;
Zehentner 2017) and, to a certain extent, also in other North-Germanic languages
and dialects (cf. e.g. Barðdal, Kristoffersen, and Sveen 2011), thus providing evi-
dence for a parallel semantic development in ditransitives in several Germanic
languages.

The contribution by Nielsen and Heltoft presents an in-depth study of the
semantics and pragmatics of indirect objects in Modern Danish, contrasting pro-
totypical recipients in the canonical valence-governed indirect object construction
with so-called ‘free indirect objects’, which are argued to be optional arguments
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added to a basically monotransitive structure (cf. the corresponding distinction
in English between ‘regular’ ditransitive verbs such as give on the one hand and
verbs such as bake on the other, which are not lexically ditransitive but may be
coerced into an indirect object structure with an additional recipient/beneficiary
argument). On the basis of a detailed qualitative analysis of the examples of the
latter subtype found in a large corpus, the authors present a semantic-pragmatic
account of the free indirect object construction in which this construction, which is
judged to be (at least) marked by many speakers of present-day Danish, is licensed
by the pragmatic properties of certain regulative speech acts, such as encourage-
ments, promises, or offers. Theoretically, their proposal is unique in that it incor-
porates semiotic insights and distinctions from the Danish functional grammar
tradition into a construction-based approach to grammar, advocating a rather dif-
ferent view on constructional meaning than the one found in more prototypical
construction grammar approaches to argument structure.

The second part of the volume consists of papers with a synchronic focus.
Most of these studies zoom in on the formal, semantic and discourse-pragmatic
determinants of the alternation between the prepositional and the double object
patterns of one or more languages from a corpus-based perspective, focusing on
(different regional and social varieties of ) English (contributions by Gerwin and
Röthlisberger, as well as Röthlisberger) or Dutch (Dubois). They show that factors
such as animacy, givenness, definiteness or verb semantics play a role in several
Germanic languages or dialects, though they may influence the choice of variant
to different degrees. Several of these studies also include language-external para-
meters in their investigation, thus providing new insights into the lectal pervasive-
ness of the above-mentioned (and other language-internal) factors said to shape
syntactic variation.

Gerwin and Röthlisberger concentrate on ditransitive variation within British
English, using an innovative, dialectometric approach based on conditional ran-
dom forests. Their study takes into account not only the alternation between the
standard double object pattern and the prepositional to-construction, but includes
a further, non-canonical dialectal variant, viz. the alternative double object con-
struction, in which the order of the typically pronominal objects is reversed (e.g.
Give it me). The authors test the relative impact of speaker origin against estab-
lished semantic and discourse-pragmatic factors such as those outlined above, and
demonstrate the importance of including region as a predictor variable, in addition
to calling attention to variation beyond binary distinctions.

Röthlisberger’s contribution investigates variation in the dative alternation
on a macro-comparative level, using data from nine World English varieties.
Röthlisberger aims to disentangle the influence of region and the effects of addi-
tional factors such as register or verb biases within and across varieties, thus
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highlighting the benefits of combining an aggregate, broader perspective with an
analysis of more fine-grained distinctions. The results of mixed-effects regression
models confirm that in order to obtain representative insights about variability in
the use of constructions such as in the case of the dative alternation, it is essen-
tial to consider a range of internal and external factors and potential interactions
between these.

In addition to the fact that English is over-represented in linguistic research
in general, a further reason for the comparatively smaller body of research on
ditransitives in other Germanic languages may be that for some of these lan-
guages, researchers do not agree as to whether they even have a genuine dative
alternation. For example, in regard to German, there are differences of opinion
on the lexical-semantic possibilities of the prepositional patterns involving an und
zu: while the constructions are reportedly frequently used with verbs of caused
motion such as schicken ‘send’, they are said to be ungrammatical with prototypi-
cal verbs of transfer like geben ‘give’. The chapter by Kholodova and Allen tackles
this presumed bias by means of an elicited production experiment and an accept-
ability judgment study, suggesting that the restrictions on the prepositional pat-
tern are less pervasive as postulated, with e.g. geben rated as broadly acceptable.
Second, they observe that while verbs typically show preferences for one of the
two tested prepositions (an or zu), these associations are not categorical, but may
be influenced by modality.

Variation can also be observed in Insular Scandinavian: in their investigation
of ditransitives in Faroese, Ussery and Petersen investigate the productivity of
prepositional patterns in Faroese, and possible change-in-progress in the distri-
bution of ditransitive constructions. Using data from grammaticality judgement
tasks, they find that contrary to previous claims, the prepositional pattern with til
‘to’ is broadly accepted, even though it is subject to certain constraints relating to
verb(-class) biases as well as factors such as length.

By contrast to these studies focusing on the choice between patterns within
languages, the second section also includes two papers with an explicitly con-
trastive perspective and one paper on first language acquisition.

Dubois’ contribution assesses the extent to which Rohdenburgs’ Complexity
Principle influences the choice of dative variant in (British) English and (Belgian)
Dutch differently. To capture this effect, Dubois includes various factors in his
random forest analyses that relate not only to the (relative) complexity of the con-
stituents (theme and recipient) but also to the somewhat wider linguistic context
in which the alternation occurs. His results highlight that the effect directions are
the same in both languages for all predictors, but that the relative lexical complex-
ity of the constituents is more important in his English data than for Dutch speak-
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ers. Also, the lexical complexity of the linguistic context turns out to play only a
marginal role in dative choice in both languages.

Striking similarities between languages are also observed in the chapter by
Egan, which zooms in on translation practices: comparing the use of the English
verb give and its Norwegian counterpart gi, as well as the ways the verbs and their
patterns are rendered in translations in both directions in an English-Norwegian
parallel corpus, Egan’s data reveal that there are similarities between the languages
in terms of semantic properties of the constructions involved and their relative
distribution. Differences hold in an increased use of light verb constructions in
English texts (and translations), while English ditransitive constructions are fre-
quently translated into Norwegian by means of a non-ditransitive ‘get’-pattern.
Egan’s study thus shows that evidence from translations can also yield insights
into the linguistic system of the individual languages.

Finally, Bürkle’s contribution adds another perspective on the factors influ-
encing the choice between variants, tapping into the acquisition of ditransitive
patterns by children, in comparison to adult speakers (following earlier work on
the issue, such as e.g. Gries and Wulff 2005; de Marneffe et al. 2012). Based on two
experiments – on the one hand, an act-out task combined with eye-tracking, and
on the other hand, a reproduction study – his chapter addresses the question of
which properties are most relevant in child acquisition, and whether observed dif-
ferences may reflect order in acquisition. Bürkle concludes that children are sus-
ceptible to certain ordering principles at a very young age already, and that these
are ultimately connected to cognitive ease.

On the whole, the papers in this volume address issues such as the cross-
linguistic pervasiveness of language-internal factors, the cognitive reality of some
of these factors, and differences or similarities in the diachronic development of
ditransitives in Germanic languages. Importantly, the volume provides a compar-
ative view on the phenomenon including not only better-researched Germanic
languages such as English, Dutch and German, but also features studies on Ger-
manic languages that have typically received less attention, such as Faroese. A fur-
ther asset of the volume is that it showcases different methodological approaches
to the dative alternation: in addition to a variety of corpus-based research, the
studies include various experimental designs, such as judgement or sentence com-
pletion tasks. Finally, the volume also covers a wider range of ontological foci by
touching on issues pertaining to language use, language variation and change, as
well as acquisition. The volume’s comparative and varied, encompassing perspec-
tive thus offers new, comprehensive insights into a well-known phenomenon and
furthers our understanding of variation across languages of the same family.
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The emergence of the English
dative alternation as a response
to system-wide changes
An Evolutionary Game Theory approach

Eva Zehentner

This chapter revisits the much-discussed question whether a causal relation-
ship holds between several changes observed in the history of English; these
are (a) the increasing use of prepositional patterns, (b) the loss of nominal
case marking, and (c) the fixation of constituent order. Located within the
same time-period, namely Middle English, there is relatively broad consen-
sus that the processes are correlated. However, the extent and directionality
of causation is highly debated. This chapter addresses this issue by taking
another look at a specific case study which reflects all the changes: the his-
tory of the dative alternation. To add to results from earlier corpus-based
investigations on this development, the emergence of the alternation is
modelled by means of Evolutionary Game Theory (EGT). Specifically, the
study tests the hypothesis that the increase of prepositional ditransitives and
ultimately the dative alternation is a consequence of case marking being lost
and constituent order becoming fixed, and discusses the potential benefits
of taking an EGT approach to such questions.

Keywords: dative alternation, Middle English, Evolutionary Game Theory,
case marking, constituent order

1. Introduction

It is a widely accepted assumption that English has moved from a more synthetic
to a more analytic language since its beginnings, although the validity of this
claim has been called into question, and depends to an extent on the precise def-
inition of the concepts of analyticity and syntheticity (cf. above all Szmrecsanyi
2012). Among the specific changes taken to make up this development is, on
the one hand, the rise of prepositional structures and other functional elements
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between Old English (OE) and Middle English (ME).1 On the other hand, we see
a loss of (synthetic) case marking as well as an increasing rigidification of clausal
constituent order to basic SVO around the same time (e.g. Allen 1995: 158–220;
Los 2015: 31–55, 157–181). Due to the temporal overlap in the chronology of these
changes, and the fact that the absence or presence of these features seems to cor-
relate cross-linguistically, positing a causal connection between them makes intu-
itive sense. However, while it is rarely debated that the changes are linked, the
directionality of such an effect is much less clear: both push-chain and drag-chain
scenarios have been put forward, and combinations of these two have also been
posited (cf. Lundskær-Nielsen 1993: 25–27 for an overview of the different views
and their proponents). Additional or alternative potential factors triggering these
developments include e.g. phonological changes or language contact (with Scan-
dinavian and/or Norman French, see e.g. Ingham, this volume), among others.
Although these may well have played a role, this chapter is limited exclusively to
the relation between the three changes in question.

The debate about causality and directionality of impact presents the overall
starting point of this chapter. It then focusses on a specific case study, zooming
in on a subset of argument structure constructions in the history of English,
namely ditransitive patterns. That is, I address the question of how the three broad
changes affected the argument structure options of three-place verbs such as give,
hand or sell. In Present Day English (PDE), these verbs typically appear in either
a nominal construction called the ‘double object construction’ (DOC, 1a), or a
‘prepositional object construction’ involving to (to-POC, 1b).

(1) a. Sam gave Jess a book.
b. Sam gave a book to Jess.2

This phenomenon, most commonly known as the ‘dative alternation’, has received
a great deal of attention in the synchronic English linguistic literature (see also the
contributions by Dubois; Ingham; Röthlisberger; Gerwin and Röthlisberger, this
volume), but has recently also been subject to more extensive diachronic investiga-
tion (e.g. McFadden 2002; Polo 2002; Yáñez-Bouza and Denison 2015; Zehentner
2017, 2019). The most striking issue concerning diachrony is that the alternation
was largely absent from Old English, and only emerged as a clearly visible indepen-
dent phenomenon at the turn to Middle English. More precisely, the prepositional

1. The chapter uses the standard periodisation of Old English (450–1100), Middle English
(1100–1500), Early Modern English (1500–1750), Late Modern English (1750–1900) and Present
Day English (1900–).
2. In examples, verbs are always in italics, recipients (or recipient-like arguments)/indirect
objects in bold, and themes/direct objects are underlined.
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pattern was available to some ditransitive verbs in Old English already, but was
much less frequent at this point, and restricted in its use to specific verbs (Cassidy
1938; De Cuypere 2015b). This aspect of the history of ditransitives accordingly
reflects the more general change of (i) PP-structures becoming widely available
from early Middle English onwards and increasing in frequency. The other system-
wide changes of deflection and constituent order fixation are manifest in that (ii)
the object nouns are not differentiated by case anymore in PDE, and (iii) the order
of objects has become less flexible over time. As to the former, indirect objects/
recipients (REC) were most prototypically marked by dative case in Old English,
while accusative was predominant with direct objects/themes (TH), but other case
combinations were possible as well (Allen 1995: 29). With the reduction of nominal
case inflection, the objects became formally indistinguishable. Regarding the last
point, object ordering was flexible with both nominal and prepositional patterns
in Old English and still in early Middle English, with the theme either following
or preceding the recipient (e.g. McFadden 2002; De Cuypere 2015a, 2015b; cf. also
Rauth, this volume, for an investigation of ordering choices in the history of Ger-
man). As illustrated in Examples (1a)–(b), today object order is strongly correlated
with choice of construction: the DOC is usually associated with REC-TH order,
whereas the opposite sequence is favoured by the to-POC.

The precise relation between these changes is also unclear in the specific case
of the dative alternation. While e.g. McFadden (2002) and Polo (2002) view the
erosion of case as the main cause of the establishment of the dative alternation
and also the developments in object ordering, Allen (2005, 2006) suggests an
ambi-directional influence, with push-chain and drag-chain forces interacting. A
further confounding factor is that despite frequent cross-linguistic correlations,
evidence from other Germanic languages suggests that neither of the processes
is a necessary requirement for the others to happen. For example, prepositional
ditransitives are found in German despite a persistence of case marking (cf.
Barðdal 2009; Ingham, this volume; Rauth, this volume).

The present chapter follows up on earlier corpus studies on the question of
cause and effect in the diachrony of the English dative alternation (McFadden
2002; Zehentner 2019; also Ingham, this volume). Specifically, it starts from the
observation that previous studies using traditional (corpus-linguistic) methods
yield inconclusive results about causation, since taking (temporal) correlation as
direct support for a causal relationship between processes is inherently problem-
atic. In an attempt to remedy this situation, which is omnipresent in historical
linguistics in general, tools developed in other disciplines can be applied to the
question. More precisely, this chapter uses Evolutionary Game Theory (EGT) to
test specific hypotheses about the directionality of causation with these changes
(Hofbauer and Sigmund 1998; Jäger 2008; Deo 2015). The main hypotheses to

The emergence of the English dative alternation as a response to system-wide changes 21



be examined are that (i) the changes are linked in the first place, and (ii) that
the loss of case marking and the fixation of constituent order may have led to
establishment of the dative alternation. Importantly, the aim here is not to assess
assumptions about the initial emergence of PP-paraphrases for ditransitive verbs,
but to simulate whether specific changes can affect the spread of an innovative
pattern, and ultimately bring about phenomena like the PDE dative alternation.
The results of the model support this: I show that even though the emergence of
prepositional patterns as such could have taken place independently, it is plausible
that their propagation and especially the establishment of a close and complemen-
tary relationship between DOC and to-POC may have been crucially influenced
by case marking and constituent order changes.

The structure of the chapter is as follows: in Section 2, the phenomena in
question are described in more detail, starting with the rise of prepositional pat-
terns and the dative alternation (2.1), followed by the loss of case marking (2.2)
and the fixation of constituent order, particularly object order in ditransitive
clauses (2.3). Potential causal links between the changes are discussed in (2.4).
Section 3 introduces Evolutionary Game Theory, providing a general description
of the method (3.1) and briefly discussing previous applications to (historical) lin-
guistics (3.2). The EGT model of the history of the English dative alternation is
presented in Section 4; in Section 4.1 I explain the set-up of the model, while the
main results are shown in (4.2). In Section 5, I consider the implications of the
findings, and Section 6 concludes the chapter.

2. Changes in the history of the English dative alternation

2.1 Increase of prepositional patterns and the rise of the dative alternation

Prepositions and prepositional patterns were prominently present in Old English
already, and could often take on similar functions as NPs (cf. e.g. Lundskær-
Nielsen 1993: 17–19; Traugott 1992: 207; also Allen 2005). Although PPs seem to
have been firmly established as an optional alternative to nominal means of expres-
sion before Middle English, their distribution was still relatively restricted, and
saw little change within this period (cf. Mitchell 1985:517–523; Lundskær-Nielsen
1993: 28–32, 184). From early Middle English onwards, prepositional patterns
increased, and prepositions extended to new functions (Lundskær-Nielsen 1993;
Hoffmann 2005; Fischer and van der Wurff 2006; Iglesias-Rábade 2011; inter alia).

This development is also manifest in the case of ditransitive verbs. Recent
studies have shown that – contrary to traditional assumptions – the to-pattern
was available in Old English already (cf. Cassidy 1938; Ogura 1980: 60; Mitchell
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1985: 512; Allen 2006: 214; De Cuypere 2013, 2015b:3–7). Specifically, verbs of
caused motion such as bring or send (2), as well as verbs of communication like
tell or say (3) could be used in a prepositional construction at this stage.

(2) sende […] þis ærendgewrit him to
‘and sent this letter to him’

(coaelive, ÆLS_[Abdon_and_Sennes]:86.4777; De Cuypere 2015b:8)

(3) God cwæð to Moysen ðæt he wolde cumin
‘God said to Moses that he would come’

(cocathom2.o3: 196, 16; De Cuypere 2015b: 18)

However, the construction in OE was very much lexically limited to these two
specific verb classes. Most importantly, prepositional uses of the most prototypical
ditransitives, namely verbs of transfer with an animate recipient, are at best
‘embryonically’ present in this period (cf. De Cuypere 2015b: 19–21). The only
examples of giving-verbs in a PP-pattern involve objects ambiguous between loca-
tional goals and recipients proper (4).

(4) Ic oswulf ond Beornðryð min gemecca sellað to cantuarabyrg to cristes ciri-
can ðæt land æt stanhamstede
‘I, Oswulf and my wife Beornthryth give to Christ’s church at Canterbury the
land at Stanstead’

(codocu1.o1: charter 37.2; De Cuypere 2015b:20; cf. also Visser 1963:624)

This suggests that the to-POC, and consequently the dative alternation as a strong
and systematic association between DOC and to-POC, was only established to
full extent and range at a later stage (cf. Mitchell 1985:513; Allen 2006: 214).3 That
is, corpus evidence suggests that the rise of the to-POC as a fully viable and pro-
ductive alternative to the DOC took place in early ME (McFadden 2002; Polo
2002; Zehentner 2017, 2019). The to-pattern spread from caused motion and com-
munication events to all verb classes, most importantly giving-verbs such as in
Example (5).

(5) þu […] ȝeue to ioseph. þet wes þe ȝungeste hap i pharaones halle
‘[you] gave to Joseph, who was the youngest, happiness in Pharaoh’s hall’

(PPCME2, Kroch and Taylor 2000a: CMJULIA, 119.390, ca. 1225)

3. Note that although this issue is not focussed on in this paper, to was not the only preposition
involved in paraphrases of the DOC in Old and Middle English. Rather, a whole range of PP-
patterns alternated with the nominal construction – this included from- or of-patterns with
stealing-verbs, but also various goal-prepositions such as till or towards for e.g. caused motion
verbs. These additional alternatives arguably played an important part in the development of
the alternation (cf. Zehentner 2017, 2019).
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The PP-construction greatly increased in proportional frequency at the expense
of the DOC at the beginning of the period. As shown in McFadden (2002) and
more recently in Zehentner (2017, 2019), to-POCs more than tripled in compar-
ison to the DOC during Middle English, and were the preferred option around
1400. However, this trend was reversed towards the end of the period. In late Mid-
dle English, the DOC again outnumbers the prepositional pattern in roughly a
60 to 40 distribution (Zehentner 2017: 158; 2019: 133–224). This situation has been
more or less stably maintained until today: data from Late Modern English and
PDE present the DOC as the stronger variant, while the to-POC is less frequent
(e.g. Wolk et al. 2013; Gerwin 2014). This apparent lack of major change in later
periods corroborates that the establishment of the dative alternation was indeed a
Middle English phenomenon.

The causes behind the initial emergence of the prepositional pattern and the
eventual rise of the alternation are debated – while language contact with French
has been proposed in some places (e.g. Ingham, this volume), suggested system-
internal factors typically include the loss of case marking. The following section
gives a brief overview of this phenomenon.

2.2 Loss of case marking

Old English still had a largely intact inflectional system (Lass 1992: 103). Despite
considerable formal syncretism in case markers, no category distinctions had
been lost yet at this point (Allen 1995: 163; also e.g. Campbell 2001; Hogg 2002;
Quinn 2005). The cases were prototypically associated with particular semantic
relations. For instance, nominative case was commonly used for subjects/agents,
whereas accusative predominantly marked patients or themes, i.e. direct objects
of transitive verbs. Still, there was quite extensive variation, and many verbs could
appear in more than one distinct case construction (Mitchell 1985: 449–464; Allen
1995: 25; cf. also Barðdal 2009). Incidentally, this variability also applies to prepo-
sitions and their NP-complements. Many prepositions were associated with spe-
cific cases (often dative), but associations were far from categorical (Traugott
1992: 202; cf. also Lundskær-Nielsen 1993: 19–24; Alcorn 2011: 143–151).

Crucially for present purposes, these conditions also held for ditransitive
verbs. In the Old English DOC, ditransitive verbs did not occur in one case frame
only but could be used in a total of five different patterns, meaning combina-
tions of dative, accusative, and genitive case marking on the two object arguments.
Among these patterns, [RECDAT-THACC], exemplified in (6a), was reportedly
clearly prevalent and attested with the widest range of verb types (Allen 1995: 29,
2006: 205–208; De Cuypere 2015a:232). Examples of the less productive combi-
nations of genitive themes with dative or accusative recipients are illustrated in
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(6b)–(c), while (6d) and (6e) illustrate [RECACC-THDAT] and [RECACC-THACC],
respectively. Note that only two of the sentences feature verbs of giving or com-
municating (e.g. teach), which are most frequently found in the construction in
PDE. Instead, (6b)–(d) involve verbs of deprivation such as steal or rob. These
verbs could be used in the DOC in earlier periods of English but are ungrammat-
ical in this pattern in PDE (e.g. Colleman and De Clerck 2011).4

(6) a. dældon heora æhtaACC ealle þearfumDAT
‘distributed their belongings to all the poor’

(coaelive, ÆLS_[Basil]:54.479; De Cuypere 2015a:231)
b. and himDAT mancynnesGEN benæmde

‘and took mankind away from him’
((COE) ÆCHom I, 31 460.8; Allen 1995:28)

c. and bereafode Godes templACC goldes and seolfresGEN
‘and stole gold and silver from God’s temple’

(coaelive, ÆLS_[Maccabees]:6.4838; De Cuypere 2015a:232)
d. hineACC wædumDAT bereafian

‘to deprive him of his clothes’
(ÆCHom I, 29 426.4; Allen 1995:29)

e. Se Halga Gast hieACC æghwylc godACC lærde
‘The holy spirit taught them every good thing’

(Blickl. Homl. 12: 13121.1613; De Cuypere 2015a:233)

Prepositional ditransitive patterns must also have had different case frames at
their disposal in Old English; the most frequent frame was likewise probably [to
RECDAT-THACC], but little empirical investigation into this issue has been carried
out so far (cf. Visser 1963: 313; Mitchell 1985:497–498; De Cuypere 2015b).

Textual evidence indicates that what was left of the inflectional system was
increasingly lost from late Old English onwards (Allen 2005:230–231). This
change was gradual and affected different dialects as well as categories at different
speeds, meaning that some distinctions were lost earlier in some regions than oth-
ers (cf. e.g. Lass 1992: 110; also Baugh and Cable 2002: 160; Haselow 2011: 252).
By about 1300, the morphological system of English had become more or less
what it is today, with only very few remnants of earlier case marking persisting
(Allen 1995: 185–195, 210). For ditransitives, this meant that the objects became

4. Using the term ‘recipient’ to refer to the indirect object in ditransitive clauses in earlier Eng-
lish is accordingly not entirely accurate. For reasons of practicability, I will nevertheless stick
to this label, even if the precise semantic relations involved are more diverse. The reduction in
the range of verb classes associated with the DOC – with verbs of deprivation and others being
ousted from the construction – is not dealt with in this paper (but see Barðdal, Kristoffersen
and Sveen 2011; Colleman and De Clerck 2011; Zehentner 2017, 2019 for more information).
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increasingly morphologically indistinguishable (Allen 1995: 217–218). Still, the loss
of morphological case marking likely did not make it impossible to determine
the semantic relations in a ditransitive sentence. Context, animacy asymmetries,
and other discourse-pragmatic cues could be drawn on to disambiguate between
recipients and themes (e.g. Fischer 1992: 379). For instance, recipients show a
strong tendency for animate referents throughout the history of English, whereas
themes are typically inanimate (cf. also De Cuypere 2015a). Nevertheless, the
change may have led or contributed to the increase of more explicit, analytic
means of expression as well as the growing fixation of constituent order, the latter
of which is briefly dealt with in the following section.

2.3 Fixation of constituent order

Constituent order in Old English is too complex an issue to be discussed in any
detail here – for example, Allen (1995:32) asserts that “OE constituent order was
in fact so complex that analyses which assume a rigid positioning for the verb have
not been successful in both accounting for all the observed possibilities and rul-
ing out patterns not found in the texts”. In a nutshell, Old English exhibited a great
deal of variation, with both OV and VO orders being found, and V2 not being
observed consistently despite a preference for it. This changed substantially from
Middle English onwards, when we see a move towards greater homogeneity and
less flexibility. By the end of the period, most clauses show strict SVO order (Bech
2001: 197; cf. also Allen 1995; Kroch and Taylor 1997, 2000b; Fischer et al. 2000;
Haeberli 2000; Los 2015; Taylor and Pintzuk 2015). Apart from language contact,
more language-internal triggers such as information structure tendencies and loss
of case marking have been suggested as possible causes of this development (cf.
e.g. Trips 2002 on contact with Scandinavian).

Ditransitives were evidently also affected by this change in clause-level con-
stituent ordering. In addition, these patterns also saw important restructuring
in regard to the position of the object (or object-like) arguments. In OE, object
ordering was flexible with both the DOC and the extant to-POCs. This is evi-
denced in the examples below, which illustrate both REC-TH (7a), (8a) and TH-
REC (7b), (8b) orders.

(7) DOC (REC-TH)
a. and þær geoffrode Gode menigfealde lac

‘and offered God manifold gifts there’
(Ælfric, AS Hom. 578; De Cuypere 2010:340)

DOC (TH-REC)
b. Đu cyðest mildheortnysse ðinum ðeowan

‘you show mercy your servant’
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(Ælfric, AS Hom. 146; De Cuypere 2010:340)

(8) to-POC (REC-TH)
a. God cwæð to Moysen ðæt he wolde cumin

‘God said to Moses that he would come’
(cocathom2.o3: 196, 16; De Cuypere 2015b: 18)

to-POC (TH-REC)
b. sende his gewrit to þam wælhreowan casere

‘and sent his letter to the cruel emperor’
(coaelive,ÆLS:249.1090; De Cuypere 2015b: 17)

With the DOC, both orders reportedly occurred with roughly the same frequency,
although figures vary depending on whether pronominal objects are included or
excluded (Koopman 1990; Allen 1995: 48; Koopman and van der Wurff 2000: 262;
De Cuypere 2015a: 244). By contrast, the to-POC seems to show a tendency
towards PP-late position in OE (De Cuypere 2015b: 10, 14).

While the distributions remained relatively stable within Old English, con-
siderable changes took place in Middle English, when the constructions increas-
ingly moved towards complementary order. In both McFadden’s (2002) and
Zehentner’s (2019) dataset, [REC-TH] becomes the (exclusive) canonical order
for DOCs by late Middle English. [TH-REC] is preferred in a majority of to-POCs
from the beginning onwards, even though flexibility is maintained longer here
(cf. also Koopman and van der Wurff 2000; Polo 2002; Allen 2006). In PDE, the
choice of construction is clearly correlated with object order, only rarely overrid-
den by factors such as heavy-constituent shift.5 Potential causes for this fixation
of object ordering are discussed below – note, however, that the constructions are
typically assumed to have influenced each other. This is e.g. manifest in Allen’s
(2006: 214) claim that “the spread of the to-dative would have led […] to a reduc-
tion in DO IO order […since] both these constructions serve a similar pragmatic
function: to focus on the Recipient by putting it sentence-finally” (cf. also Fischer
and van der Wurff 2006: 190; De Cuypere 2015b: 16).

The factors influencing the choice between the constructions in PDE have
attracted much attention in the linguistic literature (cf. also Röthlisberger, this
volume; Gerwin and Röthlisberger, this volume). More recently, this interest has
been extended to diachronic stages of the alternation, with De Cuypere (2015a,
2015b) investigating Old English, and Wolk et al. (2013) providing data on Late
Modern English. Remarkably, the choice between object orders and (later) cor-

5. Ditransitives with two pronominal objects are to some extent exempt from this rule, or
rather, there is great regional variation in such cases (e.g. Gast 2007; Gerwin 2013, 2014; Gerwin
and Röthlisberger, this volume).
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respondingly the choice between DOC and to-POC appears to have been guided
by more or less the same semantic and discourse-pragmatic factors through-
out history. Besides weight of the arguments, the most relevant features include
e.g. givenness, animacy and pronominality (for an overview see De Cuypere
2015a: 227). This is crucial for the hypothesis tested in this chapter. I assume that
there is a clear and unchanging tendency for objects expressing ‘topical’ partici-
pants in the sense of being given, animate, pronominal, definite, concrete, etc. to
be placed before less ‘topical’ (new, inanimate, nominal, indefinite, abstract, etc.)
participants. In earlier stages of English, this constraint is reflected in the choice
between object orders with both constructions, as illustrated by the pairs in (7)
and (8) above. In PDE, the constraint translates into strong tendencies for either
one or the other construction depending on the features of the objects; for exam-
ple, pronominal recipients (and/or nominal themes) typically occur in DOCs
(9a), whereas pronominal themes (and/or nominal recipients) are more likely to
appear in the to-POC (9b).

(9) a. Sam gave them a book.
b. Sam gave it to the students.

In sum, we see that the alternating constructions have come to diverge function-
ally, each becoming associated to one particular order and specific discourse-
pragmatic/semantic features.

2.4 Correlations and causal effects

The changes described in the preceding sections – rise of PP-patterns, loss of case
marking, and fixation of constituent order – seem to have taken place around the
same time, which suggests that they might be connected. This is supported by
typological diachronic evidence, as the emergence of one of these ‘strategies’ –
case marking, fixed constituent order, and heavy use of PPs – frequently correlates
with the loss of another (e.g. Haspelmath 2006). It is also in line with the syn-
chronic fact that cross-linguistically, the features in question – presence or
absence of case marking, degree of flexibility of constituent order, and extent of
use of periphrastic structures – are often inversely correlated. That is, there seems
to be considerable functional overlap between the strategies, and languages often
have either a fully-fledged inflectional system combined with free constituent
order and few analytic patterns, or reduced case marking, with fixed constituent
order and extensive use of periphrases (Malchukov, Haspelmath, and Comrie
2010: 6; also Zwicky 1992:370; Hagège 2010: 10). This is also visible in ditransitive
constructions in many languages, as object order is generally less rigid when case
marking is strongly present (Haspelmath 2015: 31–32; Allen 2006: 214; also Seiler
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2006; Malchukov, Haspelmath, and Comrie 2010; but see also Rauth, this volume,
for a critical assessment of this assumption).

While these tendencies seem to be relatively robust cross-linguistically, they
are nevertheless clearly not categorical. For example, two languages closely related
to English, namely Dutch and Icelandic, do not fit the general pattern all that well
(Los 2015: 49). Although the former has retained little case morphology and fre-
quently employs prepositions for argument encoding, it has few constituent order
constraints. Icelandic, by contrast, shows strong constituent order preferences in
spite of an intact inflectional system (cf. Barðdal 2009: 129–131). Rauth (this vol-
ume) shows that prepositional patterns are used with ditransitive verbs in Present
Day German, which has preserved case marking and flexible constituent ordering
(cf. also e.g. De Vaere, De Cuypere, and Willems 2020).6

In sum, there is evidence that the features in question and changes in them are
linked; however, the correlation (and any assumptions about causality) is neither
straightforward nor systematic. In addition, alternative explanations – not relying
on any connection between them – have been proposed for all of the changes. For
example, suggested triggers for the breakdown of the English case marking sys-
tem include phonological erosion of unstressed final syllables due to stress shift
to the first (or root) syllable, general trends of analogical remodelling, as well as
language contact (cf. Barðdal 2009; also Croft 2000; Blake 2001; Quinn 2005;
Harbert 2007; Bertacca 2009; Kulikov 2009). Similarly, as mentioned, both word-
order developments and the rise of PP-patterns have been interpreted as contact-
induced changes (e.g. Trips 2002; Ingham, this volume).

Accounts which do assume a causal relationship to hold between the processes
can be divided into push- and drag-chain proposals. In the former scenario, an
increase in constituent order rigidity and a more frequent use of PPs leads to
case inflections becoming redundant (e.g. Horn 1921: 131; Mitchell 1985:518; Allen
2005: 232). On the latter accounts, the loss of case marking is presumed to have cre-
ated a functional vacuum, to which the system reacted by ‘recruiting’ prepositional
paraphrases and fixed constituent order for disambiguation (cf. e.g. Mustanoja
1960: 70; Fischer and van der Wurff 2006: 166; Gast 2007:50; Iglesias-Rábade
2011: 191, inter alia). A compromise solution combining both approaches is given
in Samuels (1972: 80–84), who envisages a four-stage model involving a slow drag-
chain followed by a rapid push-chain development (cf. also Lundskær-Nielsen
1993: 25–27).

6. Note that besides these issues, assuming that the functional domains of languages are always
stable is admittedly quite simplified per se (as pointed out by an anonymous reviewer). I
acknowledge this but maintain that the question of an interaction between the features (and
changes) is nevertheless worth pursuing.
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For ditransitives specifically, McFadden (2002) and Polo (2002) suggest a
drag-chain, in which the decrease in case marking salience directly caused the
emergence of the to-POC and the growing restrictions in object orders. Precisely,
it is claimed that the loss of an overt distinction between dative and accusative
case on the objects made disambiguating between the objects’ semantic roles
more difficult or even impossible, a problem which was fixed by the other
processes (McFadden 2002: 108–112). A more complex scenario is described in
Allen (2006:209–214). Despite essentially arguing for a drag-chain, she on the
other hand points out that real functional gaps are unrealistic, and that the pres-
ence of both PP-patterns and constituent order tendencies in Old English calls
into doubt a clear, unidirectional and straightforward causal effect. Instead, the
processes influenced each other in a reciprocal, step-wise and cumulative way
(Allen 2005:246, 2006: 215). Zehentner (2019) supports this position. Based on
a corpus investigation of the alternation in Middle English, including an assess-
ment of (potential) case marking ambiguity of the objects as well as their relative
order, she shows that loss of case marking was quite advanced in early Middle
English ditransitives already, while the other changes lag behind to some extent
(Zehentner 2019: 133–224). This indicates a temporal succession and suggests pos-
sible causal effects. However, the data remain inconclusive.

In general, it is questionable in how far corpus studies can really go beyond
confirming correlation. This chapter therefore takes an innovative approach and
tests hypotheses about the relationship between the changes by means of mathe-
matical modelling, more precisely Evolutionary Game Theory. This method, and
the potential benefits of applying it to open questions in (English) historical lin-
guistics, are discussed in the following section.

3. (Evolutionary) game theory

The amount of data for historical stages of languages, even for well-documented
ones like English, are comparatively scarce and limited in mode, text-type, and
other ways (cf. e.g. Labov 1994 or Nevalainen 1999 on the ‘bad data’ problem
of historical linguistics). Often, this makes it difficult to assess hypotheses about
why and how particular changes take place, or how changes are connected (also
Rosemeyer and Van de Velde 2020). That is, many changes can be dated and
tracked in their diffusion with reasonable confidence; however, the empirical
basis for explaining innovations and their particular trajectories is typically much
less secure. This issue, illustrated in this chapter by the history of the dative alter-
nation and the broader changes reflected in it, can be tackled in different ways: an
option which has recently started to be explored more frequently is to use meth-
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ods from other disciplines to supplement more established (corpus-linguistic)
investigations.

Among such methods are tools to model strategy use in populations like Evo-
lutionary Game Theory, which has “been used to describe and understand the
behavior of large populations over time as an evolving game, and in particular,
changes in the frequencies of different strategies in a population over time” (Deo
2015: 30). In the next sections, I first introduce the main principles of EGT, before
discussing its application to historical linguistics in some more detail; here, I also
comment on the potential gains to be had from such an approach, and its limita-
tions.

3.1 Introduction to (E)GT

Game theory is generally defined as “a branch of applied mathematics that models
situations of strategic interaction between several [typically two] agents” (Jäger
2008: 406; cf. also von Neumann and Morgenstern 1994). Although originating
in applied mathematics, it has found applications in a range of areas, including
e.g. biology, economics, or political science, and also linguistics (cf. Nowak
2006: 45–46; Jäger 2008: 406–407). Most basically, game theory operates on the
following principles. There are two (or more) agents or ‘players’ interacting with
each other; these have at their disposal a set of different strategies. Depending
on which strategy the other player chooses, and the circumstances the interaction
takes places in, a given strategy will be either beneficial to the player, or costly. To
illustrate, in a rock-paper-scissors game, players choose between three strategies –
whether they win or not is unpredictable, as it is entirely dependent on the behav-
iour of the other agent.7 The outcomes of interactions are commonly represented
in ‘payoff ’ or ‘utility’ matrices as in (10), which states that if both players use strat-
egy A, this yields a payoff a, whereas strategy A against B will give a payoff of b, etc.

(10)

In the example of rock-paper-scissors, strategies A and B would e.g. refer to ‘rock’
and ‘paper’, respectively. This is shown in Table 1. Strategy A (rock) being played
against strategy A (rock) results in payoff a, in this case a draw, i.e. a payoff of

7. A distinction is often made between symmetric games like rock-paper-scissors, where all
strategies are available to all players, and asymmetric games. In the latter, players differ in the
roles they can assume and accordingly, in the strategies they can dispose of. Since all games pre-
sented here are symmetric, this issue is not commented on in more detail.
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zero for both strategies (and implicitly the players using the strategies). Strategy
A (rock) being played against strategy B (paper), by contrast, results in payoff b –
a positive payoff (+1) for B, and a negative payoff for A (−1). In the matrix table
below – which combines the payoff matrices for both strategies in one – the first
number in each cell gives the payoff for the row player, whereas the second num-
ber is for the column player.

Table 1. Payoff matrix for reduced rock-paper-scissors game

A (rock) B (paper)

A (rock) 0,0 −1,1

B (paper) 1,−1  0,0

In some settings or games, it may then also be of interest to identify which sit-
uation is optimal for both players. This is referred to as a ‘Nash equilibrium’. It
essentially describes a strategy pair whose members are the best responses to one
another, meaning that switching strategy will not improve the payoff of either of
the players (Nash 1950; Jäger 2007: 87; cf. also Nowak 2006:51–53). The criteria
for determining such equilibria as established by Nowak (2006:52) – and using
the notations shown in (10) – are (i) A is a strict Nash equilibrium if a > c; (ii)
A is a Nash equilibrium if a ≥ c; (iii) B is a strict Nash equilibrium if d > b; and
(iv) B is a Nash equilibrium if d ≥ b. ‘Strict Nash equilibrium’ means the strategies
are unique best responses to each other.8 Drawing again on the example of rock-
paper-scissors for illustration purposes, we can see that there is no Nash equilib-
rium in this case, i.e. no way for both players to win. Switching strategy can always
improve the payoff for at least one of the players, and there is no situation in which
the choices of the players are the best responses to each other (cf. e.g. Wang, Xu,
and Zhou 2014).

As an extension of game theory in its basic form, Evolutionary Game Theory
(EGT) then “studies the general problem of strategy selection and its propagation
across a population, attributing a non-central role to rationalistic reasoning in
this process” (Deo 2015:23; cf. also Maynard Smith and Price 1973; Taylor and
Jonker 1978; Maynard Smith 1982; Hofbauer and Sigmund 1998, 2003; Nowak
2006). That is, EGT does not analyse one single game or a series of games with
the same players. Instead, it investigates what happens if the game is played over

8. See Hofbauer and Sigmund (1998:55–140), Jäger (2004:3, 2007:87) and Nowak
(2006:51–53) for a more detailed discussion of the concepts and other criteria/formulae used to
calculate the optimal strategy pairs.
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and over again by large populations of participants which randomly interact with
each other in pairwise sequences of games (Jäger 2004: 2).

Importantly, the individual player as a rational, intentional entity is not the
central focus in EGT. Instead, the main goal is to determine the average utility of a
strategy on the basis of the payoffs gained in each encounter and the proportional
distribution of the strategies in the population (Deo 2015: 30). Ultimately, this
translates into replicative success or ‘fitness’ of a strategy: if strategy A has a higher
average payoff than strategy B, it will reproduce more rapidly and propagate in
the population, i.e. the probability of strategy A to be chosen will increase across
the population of players (Nowak 2006:46; cf. also Jäger 2004: 18, 2007: 90–91,
2008: 408–409; Deo 2015: 30). The concept of Nash equilibria as outlined before
for game theoretic approaches corresponds to the notion of evolutionarily stable
strategies in EGT. Hofbauer and Sigmund (1998:59) state that “[a] type of behav-
iour is said to be evolutionarily stable if, whenever all members of the population
adopt it, no dissident behaviour could invade the population under the influence
of natural selection” [original emphasis].

As a final note, the fitness of strategies may also depend on environmental
conditions, and accordingly change depending on changes in those conditions.
For example, if the rules for rock-paper-scissors were suddenly altered in a way
that gives ‘rock’ a higher payoff for winning than the other strategies (e.g. because
a rock shortage leads to rocks carrying more prestige in a society), this would also
impact their differential fitness. This notion of the settings in which games take
place influencing the success of strategies in a population is of central relevance
to the approach presented here, as will be shown in Section 4. Before doing so, I
briefly comment on previous research applying EGT to issues in synchronic and
diachronic linguistics, as well as the potential advantages of using EGT to supple-
ment other methods.

3.2 EGT applications to (historical) linguistics: Potential uses

(Evolutionary) game theory has been employed to cultural change in general, and
language change in particular in various works (e.g. Nowak 2000, 2006; Jäger
2007, 2008; Deo 2015). Although the method is still relatively new to linguistics,
and many open issues remain, there are certainly benefits in applying it, and “[a]
combination of game theoretic and experimental methods is a very promising
route for future research” (Jäger 2008: 419).

As pointed out before, the main gain of using EGT as an analytic tool in lin-
guistics is that it enables us to test the soundness of particular hypotheses, espe-
cially in cases where textual data fails to produce clear and unambiguous results,
i.e. where data are compatible with more than one hypothesis. A prime exam-
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ple of such a case is the difficulty in inferring causality (and direction of causal-
ity) from correlations in corpus data, and the difficulty in finding clear and direct
evidence supporting one or the other explanation for an observed phenomenon.
When different hypotheses predict the same or very similar empirical phenom-
ena, or when the interactions between different phenomena are too complex to be
conclusively answered, simulating the situation by means of mathematical model-
ling may then give us better ideas about the plausibility of one hypothesis over the
other. Introducing mathematical modelling or simulation of this kind to linguistic
investigations can thus be of explanatory value by supplementing textual analysis
and expanding the boundaries inherent to it (cf. also Ritt and Baumann 2014).

It is, however, crucial to stress a few points. First, and importantly, such sim-
ulations are not carried out in a theoretical (and methodological) vacuum. The
assumptions a game starts off with are crucially grounded in earlier empirical and
theoretical research, in this case previous work on language use and change. In a
similar vein, the output of the model is compared to the situation as reflected in
actual language data (e.g. the outcome of a change as seen in corpus data): the
basic aim is to assess whether given a certain input (derived from the data), a
model designed around a specific hypothesis will predict a situation comparable
to what is seen in the textual evidence. Second, the scenarios modelled are neces-
sarily abstract and greatly simplified in order to remain mathematically feasible.
It is therefore clear that a range of factors are not taken into account, and that
the actual linguistic situation cannot be reproduced in its entirety (or entire com-
plexity). This is not problematic as such, as long as the goals as well as limits
of the approach are transparent: it aims to test very specific hypotheses in a
very restricted setting, rather than intending to be as realistic as possible (Jäger
2007: 102). Third – pertaining more specifically to diachronic linguistics – EGT
models cannot predict or explain changes as such (Jäger 2007: 93). This means
that we for instance cannot use EGT to determine why and how an innovative
form comes about, or why the factors determining its success may change. Simi-
larly, EGT does not enable us to decide between an unlimited number of explana-
tions or generate new ideas itself. Instead, what the method does allow us to do, is
to explain the success or non-success of an innovation once it has become avail-
able, or more generally to assess patterns of competition between variant strate-
gies. It consequently enables us to test whether a specific hypothesis about the
driving factors behind an instance of language variation and change actually pre-
dicts its progression in the way shown in actual data.

In existing EGT accounts of linguistic problems, games are usually equated
with utterance situations, players are speakers/listeners, strategies are taken to
represent grammars or linguistic items such as words or constructions, and repli-
cation means imitation and learning. Accordingly, the payoffs of a specific strategy
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correspond to the probability of it being imitated (being learned or being used
in discourse); higher payoffs mean greater communicative success and ultimately
higher frequency of the strategy across the population (Jäger 2004:21, also Jäger
2007: 92, 2008: 419; Deo 2015: 31). In addition to depending on the behaviour of
the other player (e.g. in terms of alignment, or speaker/listener asymmetries), the
payoff of a given strategy may be directly or indirectly affected by circumstantial
or ‘environmental’ factors and conditions. These include cognitive/ physiological
and functional (discourse-pragmatic) biases, but also systemic and social pres-
sures, meaning that the fitness of a particular linguistic strategy may e.g. depend
on the socio-cultural context it is used in (and may accordingly change depending
on changes therein). The impact of such factors is generally estimated based on
psycholinguistic and sociolinguistic research (Jäger 2008: 419; cf. also Ritt 2004;
Ritt and Baumann 2014).

The approach taken in this chapter is largely comparable to these previous
applications of EGT to linguistics, in that strategies correspond to specific linguis-
tic patterns, i.e. syntactic variants. Likewise, the fitness (frequency) of the strate-
gies is taken to be influenced by factors related to processing, or the social context.
One slight difference concerns the nature of the players: speakers and their prop-
erties present the backdrop against which the games take place and evidently play
a role as such. However, by contrast to earlier work interested in e.g. speaker-
hearer interaction, the focus of the games presented here is on the meaning/func-
tion the speakers want to express. Specifically, players may either intend to express
function (i) or function (ii), and can choose between different strategies for doing
so. This is explained in more detail in the following section.

The main issue the EGT approach is used to address here is the emergence of
the dative alternation in English and the causes behind this development, specif-
ically the impact of changes such as loss of case marking. This is modelled in the
following way. I distinguish between three different sets of games, designed to rep-
resent different stages in the history of English and different stages in the progres-
sion of loss of case marking and fixation of constituent order. These changes are
modelled as changes in the environmental conditions in which the games take
place, and may impact the payoffs of the strategies. In all games, payoffs are gen-
erally derived from more stable criteria related to e.g. processing factors. As a final
point before the set-up of the games is described at greater length in the following
section, note that all assumptions the model is based on are derived from previ-
ous synchronic and diachronic research into the dative alternation in English, as
well as work on typological features of PPs versus NPs, among other things.
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4. An EGT approach to the history of the English dative alternation

4.1 Set-up of the model

The present EGT application to the history of the English dative alternation
starts from the observation that as discussed above, recipient marking in ditran-
sitive patterns underwent significant changes over time. While in OE, ditransitive
verbs were mainly used in the DOC, a pattern including an NP-recipient and
NP-theme, PDE recipients can be either NPs or PPs, meaning there is variation
between the DOC and the prepositional to-POC construction. Differential case
marking on the objects has disappeared, and the relative position of the objects
has become fixed depending on choice of construction. In the DOC, the recipient
argument typically precedes the theme; in the to-POC, the recipient-PP is asso-
ciated with clause-late position, following the theme. There is no common agree-
ment on whether the rise of the PP-pattern in ME, and consequently the dative
alternation, is causally linked to the loss of case marking and the fixation of con-
stituent order, and if so, in what way. The objective of this model is therefore to
determine the plausibility of such a causal link: more specifically, the hypothe-
sis that loss of case marking and fixation of constituent order resulted in the co-
existence and complementary distribution of DOC and to-POC is assessed. I aim
to corroborate that (a) the changes are not independent of each other, and (b)
that it is plausible that the effect runs in the direction just outlined.9 The following
paragraphs introduce the properties of the model.

The model involves three sets of games (I-III), designed to reflect different
(simplified) stages of the English language as a way of simulating language change.
The first set corresponds to (communicative situations in) Old English, the sec-
ond to early Middle English, and the third to late Middle English and beyond.
In all sets, there are populations of two types of players. Both types of players
are conceptualised as speakers intending to express the meaning of ‘recipient’ or
‘ditransitive action involving a recipient’.10 However, players A and B invariantly
use different versions of this meaning: on the one hand, a focussed, discourse-

9. The model presented here only tests the plausibility of one hypothesis about directionality;
we cannot in fact conclude anything about the opposite hypothesis, i.e. that the spread of the
to-POC (or PP-patterns in general) caused the decrease in case marking. It should be stressed
that all the present paper does is to assess whether this particular scenario is plausible.
10. For the purposes of this paper, it does not really matter whether we are dealing with
individual arguments (‘recipient’) expressed by phrases (NP/PP) or entire constructions
(DOC/to-POC). The former option is chosen here for mere reasons of simplicity in presenta-
tion.
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prominent recipient for Player A, referred to as ‘A: REC [+focus]’, and on the other
hand, a non-focussed, topical recipient for Player B (‘B: REC [−focus]’).

The basic motivation for this choice in player types is the well-known and
cross-linguistically robust information structure tendency of topicality of ele-
ments influencing their (relative) position in a clause. Highly topical (non-
focussed) elements, i.e. short, pronominal items with an animate, given, definite,
proper referent are likely to appear early in the clause. By contrast, elements with
low topicality (in focus) tend to be in clause-late position, following non-focussed
constituents. This is often referred to as the ‘principle of harmonic alignment’,
the principle of ‘given before new’ or ‘the principle of end-focus’ (cf. e.g. Quirk
et al. 1985: 1355–1376; Thompson 1995: 158; also Gerwin and Röthlisberger, this
volume). In PDE ditransitives, this principle – which I here assume to represent
quasi-universal processing biases – is reflected in that topical/non-focussed (e.g.
given) recipients favour the DOC with almost categorical [REC-TH] order. By
contrast, non-topical/focussed (e.g. new) recipients show a tendency towards the
to-POC, where the REC-argument usually follows the theme. In earlier stages of
the language, the constraint is visible in the correlation between discourse-status
of the objects and variable object orders of the DOC.

This choice of player characteristics may seem counter-intuitive and is cer-
tainly problematic to some extent. For example, speakers are not typically invari-
ably restricted to one particular discourse-pragmatic variant of a given concept,
and it is not entirely realistic to assume these variants ‘meet’ or ‘interact’ with each
other at any point. As for the former question, this is mediated by the fact that
EGT is concerned with populations of players rather than the individual. Regard-
ing interaction between the players, I consider it realistic enough that speakers
for whom a particular recipient is given may communicate with another speaker
to whom that referent is not accessible yet. In sum, although clearly not without
issues, the stability of the end-focus principle across the history of English and its
role in the dative alternation can still be taken as a valid rationale for the choice
of players, at least for a first exploration of the benefits of an EGT approach to the
issue. It should furthermore be kept in mind that EGT does not aim to provide a
model that is as realistic as possible, meaning that there is a degree of abstraction
and reductionism involved for any situation modelled.

The players then have two strategies at their disposal to express their mean-
ings. Both Player A (REC [+focus]) and Player B (REC [−focus]) can select
between an NP (DOC) or a PP (to-POC). These strategies are stable across the
three sets of games (OE, early ME, late ME and beyond), i.e. the types and
number of strategies available does not change. As mentioned, we therefore can-
not test any hypotheses about the initial emergence of the to-POC, but only its
success or non-success against the DOC once both strategies are present in the

The emergence of the English dative alternation as a response to system-wide changes 37



population. This is determined by means of the payoffs the strategies receive
in the games. The payoffs are calculated in the following way, based on four
criteria which are assumed to represent quasi-universal processing biases rel-
evant for the present case. Specifically, I calculate the payoffs on the basis of
the criteria of (i) explicitness, (ii) economy, (iii) positional preferences, and (iv)
alignment. Regarding the first of these, the strategies are evaluated in terms of
‘explicitness’ or ‘distinctiveness’, meaning higher information value or cue relia-
bility (Haspelmath 2006:3; also Lightfoot 1991: 160, 171; Heine 1994: 259; Harris
and Campbell 1995: 54, 73; Croft 2006: 119). If a strategy is more informative
and expressive, it receives a higher payoff. Second, ‘economy’ or ‘parsimony’
plays a role. Shorter, less complex expressions should be preferred by speakers
in light of reducing effort (cf. Haspelmath 2006: 3; Jäger 2007: 78; also e.g. Clark
1996: 69; Croft 2000: 75).11 A further factor is general positional preferences of
clause-elements: I posit that certain constituents may exhibit greater tendencies
for certain clause-positions, while others may be (quasi-inherently) more flexible.
Finally, I assess whether there is a benefit or cost for the players in alignment or
differentiation by either choosing the same strategy or opting for different strate-
gies. This aspect is judged based on earlier findings on the relationship between
NPs and PPs in the entire linguistic system at the various stages in history (for an
overview cf. e.g. Zehentner 2019: 340–349; also Zehentner and Hundt 2021).

With Jäger (2004: 27), we can then assume that the payoffs “represent the dif-
ference in the absolute abundance of a certain strategy at a given point in time
and at a later point[; a] negative utility thus simply means that the number of
utterances generated by a certain strategy is absolutely declining”. That is, a higher
payoff means higher fitness and greater success, which in this model equals token
frequency. Lower payoffs accordingly mean lower fitness, i.e. lower token fre-
quency. In the results given in the following section, the payoffs are represented
by real, single-figure numbers. It is only their relative ordering that is of relevance,
though, and not the specific size of the scores. Importantly, all three sets of games
start with the same basic principles, and the payoffs for all games are calculated
in the same way, based on the same factors just outlined (i–iv). However, the con-
ditions under which the strategies are used are subject to change. That is, certain
parameters differ between the sets, which can influence payoffs. (Note that these
differences in ‘environmental conditions’, as they were referred to above, do not

11. The first two factors refer to the so-called ‘minimax principle’ (Carroll and Tanenhaus
1975), which states that language users on the one hand strive to minimise complexity (and
effort) but on the other hand attempt to maximise the information value of an expression (cf.
also e.g. van Trijp 2013, 2016).
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impact the criteria for payoff calculation per se, but can affect the outcome, and
accordingly the fitness/frequency of a strategy).

The specific environmental conditions in the model are (a) salience of case
marking and (b) the degree of indicativeness (or fixation) of constituent order.
Following earlier research into the history of English, and in particular previous
corpus-work on the dative alternation such as Zehentner (2019), I assume that
the former decreases between set I (OE) to set III (late ME), whereas the latter
increases. Furthermore, as a third condition (c), I posit that the general probability
of co-occurrence of nominal and prepositional patterns in the system impacts the
benefits or costs of alignment in this particular case. Since this has been shown to
increase over time in the history of English (cf. e.g. Zehentner and Hundt 2021), it
is argued that there is more benefit in choosing the same strategy for both players in
set I, but more to be gained by opting for complementary strategies in the last set.

The more precise assumptions are as follows: in the OE set (I), case marking is
still intact and salient, and constituent order is comparatively free. Strategy align-
ment (choosing the same strategy) is more advantageous at this point, because most
functions are still near-categorically, almost exclusively encoded by one or the other
strategy, respectively. Set II, which is designed to reflect the transitional state of early
ME, sees case marking still carrying content to some extent, but in reduced form.
Constituent order is increasingly fixed but not yet as restrictive as in PDE. Due to the
greater but still comparatively unpredictable variation in structural means at this
stage, both alignment and differentiation (coordination and non-coordination) in
chosen strategy are scored equally. Last, the third set (III) models the late ME sit-
uation where case marking has been lost almost entirely. Constituent order has
become rigidified in a way that NP-objects are typically placed in immediate post-
verbal position, whereas PPs show a preference to come clause-late (although this is
not yet categorical, as shown in Zehentner 2019: 133–224). Alternations, in the sense
of different strategies being used for similar functions, are frequently found across
the system at this stage. Consequently, there is some benefit in opting for comple-
mentary strategies rather than alignment.

To sum up, the following list gives the main features of the model:

– 3 sets of games
I. Old English (OE)
II. early Middle English (eME)
III. late Middle English and beyond (lME)

– 2 players
A. REC [+focus]
B. REC [−focus]
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– 2 strategies
1. NP (DOC)
2. PP (to-POC)

– 4 criteria (for payoff calculation)
i. explicitness
ii. economy
iii. positional preferences
iv. alignment

– 3 conditions (subject to change)
a. case marking salience
b. degree of fixation of constituent order
c. system-wide distribution of nominal vs prepositional patterns

In the next section, I use this set-up to determine the most successful strategy or
strategy combination in each of the three sets of games, assessing whether there
are any differences between them. Following the main hypotheses laid out above,
I expect to first confirm that there is indeed a difference. Second, I anticipate
that the changes in conditions result in a move from a single NP-strategy being
optimal (both players choosing NP/DOC with maximal success) to a situation
in which the combination of NP- and PP-expression (i.e. the dative alternation)
emerges as most successful.

4.2 Input and results of the model

Starting with the payoff calculation for the individual criteria, the scores for the
two strategies in the respective sets of games based on explicitness and economy
are given in Table 2. As these scores apply for both players in the same way, they
are not distinguished in this table.

As for explicitness, PPs are taken to be inherently more expressive and
accordingly to generally have an advantage over morphological case markers.
This claim follows from Kittilä, Västi, and Ylikoski (2011:4), who state that cross-
linguistically “adpositions [in this case prepositions] are semantically more spe-
cific, whereas cases are more abstract in nature (especially if a language has both
[…])”. Data adduced in Hagège (2010: 36–37) and Luraghi (2003), among others,
suggest that this generalisation also holds for historical stages of languages. Relat-
edly, it can be assumed that the typically greater number of different prepositions
alone allows for the expression of finer semantic distinctions than is possible with
the restricted number of rather polysemous cases (cf. Kittilä, Västi, and Ylikoski
2011: 20; also Comrie & Polinsky 1998 as well as e.g. Zehentner 2019: 133–224 on
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Table 2. Payoffs for player/strategy pairs (REC [−focus]/
REC [+focus]; NP/PP) based on criteria (i–ii), OE – lME

REC [−focus] / REC [+focus]

explicitness economy

OE NP 1  1

PP 2 −1

eME NP 0  2

PP 2  0

lME NP 0  2

PP 1  0

the various prepositional patterns alternating with the DOC in earlier English).
For instance, as illustrated in (11a)–(b), individual verbs could be used with var-
ious (even if related) prepositions, which possibly reflects subtle semantic differ-
ences which could not be captured equally well by a very general dative marker.

(11) a. to quyte to the sones of Bersellay the trewthe and kyndnesse of her fadir
‘to repay their father’s truth and kindness to the sons of Bersellay’

(PPCME2: CMPURVEY,I,12.452, ca.1450)
b. we schule […] quiten ure dettes toward ure lauerd

‘we shall repay our debts to our lord’
(PPCME2: CMANCRIW 1,II.102.1229, ca. 1230)

Accordingly, in set I (OE), PPs were scored higher than NPs, at 2. However, since
inflections are still relatively salient at this point, and express semantic distinc-
tions comparatively faithfully, NPs still get a relatively high score of 1 in the first
(OE) game. The payoffs for NPs then decrease from set to set as a consequence of
growing syncretism and eventual loss of inflections. The reduction to 0 in the sec-
ond game already again builds on earlier, corpus-based investigations suggesting
that this process was already quite advanced in early Middle English (Zehentner
2019). A similar decline is seen with PPs – in the final set, the scores are lowered to
1, since it is assumed that due to their growing grammaticalisation, prepositional
markers of recipients lose in semantic content and consequently explicitness (cf.
Colleman and De Clerck 2009).

The overall scores for economy are grounded in the typological tendency for
case markers to be shorter and thus more economic than prepositions, as e.g.
reported in Hagège (2010:29, 36–37). This also holds for English and its historical
stages. Consequently, NPs receive higher payoffs than PPs in all sets of games. As
mentioned, the actual numeric values given here are of course relatively arbitrary –
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all that matters is the relative ranking of the strategies for this criterion, which is in
turn informed by research into average length of different linguistic elements/cat-
egories across languages and in particular in English.12 Although NPs always score
higher than PPs, the precise relations change between the sets of games. This is
because I assume that the increasing reduction of case markers affects both strate-
gies: with NPs, economy scores are raised from 1 to 2. In the latter case, since the
loss of case on the NP-complements of the prepositions means PPs are shortened
as well (but they are still comparatively long), values go from −1 to neutral 0.

Next, we can assess the criterion of positional preferences (Table 3). These
positional preferences concern the entire clause, i.e. may also refer to the position
of REC in relation to the subject argument or verb, but most often translate into
differences in object order: the recipient either precedes the theme (REC-TH
order) or follows it (TH-REC order). Essentially, as pointed out above, it is argued
that the principle of end-focus affects ditransitives in all games, i.e. in all hypo-
thetical stages of English, in the sense that REC [+focus] and REC [−focus] are
drawn to different (relative) positions in the clause. Still, the ability of strate-
gies to comply with this principle is subject to change. More precisely, in the OE
games (set I), neither NPs nor PPs are clearly restricted to one order of objects
and are equally likely to be used by both players. POCs have nevertheless been
reported to exhibit some biases towards PP-late position in earlier English, where-
fore this strategy scores slightly lower with REC [−focus] than for REC [+focus]
(cf. McFadden 2002; Zehentner 2019). Since DOCs in Old English show a more
balanced distribution, this is not the case for strategy ‘NP’. Corpus data suggests
that the major changes took place comparatively late in Middle English; accord-
ingly, the scores only change in set III (lME). In the DOC, object order at the
end of the period is near-categorically [REC-TH], leading to a high score for ‘NP’
with REC [−focus] and a low score with REC [+focus]. A clear tendency for one
order, namely the opposite one, can also be observed with the POC. Some flexi-
bility is retained here, though, as PP-recipients still occasionally occur in clause-
early position even in late texts (cf. McFadden 2002; Zehentner 2019). Choosing
the PP-strategy consequently incurs a smaller benefit for REC [+focus] than opt-
ing for ‘NP’ does for REC [−focus]. Going for the respective other strategy results
in a score of 0 for both. Table 4 consolidates and summarises the payoffs based on
criteria (i–iii).

12. It is clear that this is a rather coarse approximation only, which glosses over a range of
issues, including the precise definition of and distinction between prepositions vs. case suffixes
in many languages. Again, it has to be stressed that the model presented here is inherently mas-
sively simplified and cannot aim to be as realistic as possible.
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Table 3. Payoffs for player/strategy pairs (REC [−focus]/
REC [+focus]; NP/PP) based on criterion (iii), OE – lME

REC [−focus] REC [+focus]

OE NP 1 NP 1

PP 0 PP 1

eME NP 1 NP 1

PP 0 PP 1

lME NP 2 NP 0

PP 0 PP 1

Table 4. Payoffs for player/strategy pairs (REC [−focus]/
REC [+focus]; NP/PP) based on criteria (i–iii), OE – lME

REC [−focus] REC [+focus]

OE NP 3 NP 3

PP 1 PP 2

eME NP 3 NP 3

PP 2 PP 3

lME NP 4 NP 2

PP 1 PP 2

As a last factor, I presume that payoffs are influenced by the behaviour of the
respective other player and determine the costs or benefits of strategy alignment
or differentiation. That is, this final factor is concerned with the payoffs gained
by the two player/strategies when they interact with each other, rather than with
their respective features viewed in isolation (see above for a discussion of what
‘interaction’ can be taken to mean in this context). As mentioned, it is argued
that the make-up of the grammatical system as represented in the first set favours
same-strategy choices, and accordingly raise the scores of NP/NP and PP/PP
combinations by +1. In the last set, complementary strategy combinations (NP/
PP or PP/NP) are scored higher (again receiving an additional mark +1). The sec-
ond set reflects an intermediate stage in this development where there are neither
advantages nor disadvantages for either ‘same strategy’ pairings or complemen-
tary combinations; scores therefore remain unchanged.

The final results are then summed up in the following payoff matrices (Table 5
to Table 7). In each cell of a table, the payoff for the row player (REC [−focus]), is
represented by the first number. The second figure is for the column player, REC
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[+focus]. For example, in the OE set, both players receive a payoff of 4 each when
they both choose ‘NP’ (1 for explicitness, 1 for economy, 1 for positional prefer-
ences + 1 for alignment). If player A (REC [−focus]) opts for ‘NP’, but player B
(REC [+focus]) selects ‘PP’, the former has a payoff of 3 (1 each for criteria i–iii,
no extra point due to non-alignment), whereas the latter only gets 2 (2 for explic-
itness, −1 for economy, 1 for positional preferences, no extra point).13

Table 5. Payoff-matrix for OE recipient game

OE REC [+focus]

NP PP

REC [−focus] NP 4,4 3,2

PP 1,3 2,3

Table 6. Payoff-matrix for eME recipient game

eME REC [+focus]

NP PP

REC [−focus] NP 3,3 3,3

PP 2,3 2,3

Table 7. Payoff-matrix for lME recipient game

lME REC [+focus]

NP PP

REC [−focus] NP 4,2 5,3

PP 2,3 1,2

As discussed above, a cell then constitutes a (strict) Nash equilibrium if the first
number is the (unique) maximum of its column, and the second number is the
(unique) maximum in its row (cf. Jäger 2004: 17; Nowak 2006: 52). This is indi-
cated by the underlined numbers in bold in the tables: in both the first (OE) and
the third (lME) set of games, there is one single optimal outcome. In OE, using
‘NP’ for both players emerges as the most successful choice, in lME it is a com-
bination of ‘NP’ for REC [−focus] and ‘PP’ for REC [+focus] that receives the
highest joint payoff. By contrast, in the second (eME) set of games, there are two

13. Note that the numbers for set III (lME) differ slightly between the present paper and
Zehentner (2019); this is due to some minor changes in the setup, but does not affect the final
result.
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behavioural types with the same payoff (NP/NP or NP/PP). Applying Nowak’s
(2006: 52) method of calculating Nash equilibria/evolutionary stable strategies
confirms these results. To illustrate, (12) shows the payoff matrices for both players
in the first game.14 In both matrices, a is greater than c, and b is greater than (or
equal to) d; accordingly, strategy ‘NP’ is strict Nash for both REC [−focus] and
REC [+focus] in this game. The strategy of ‘NP’ moreover also represents an evo-
lutionarily stable strategy since it fulfils the condition of ‘either (i) a > c or (ii) a =
c and b > d’ (Nowak 2006: 53). By contrast, the PP-strategy does not qualify as
such, since c < a and d ≤ b.

(12) OE:
A: REC [−focus]=

B: REC [+focus]=

Investigating the results in more detail based on Hofbauer and Sigmund (1998:
57–66), in a next step we can determine which strategy/player pairings constitute
the optimal responses to each other in an EGT approach. This also allows us to not
only determine which strategy combinations yield the best possible outcome for
both players – in the sense that there is no benefit in switching strategy for either of
them – if both play the same strategy all the time. In addition, we can thereby assess
whether players may profit from mixing strategies (e.g. choosing ‘NP’ half of the
time, and going for ‘PP’ in the other 50% of cases), and if so, which probability dis-
tribution of the strategies again yields the greatest benefit for both players. The exact
steps in the formulae for deriving evolutionarily stable strategy pairs are laid out in
detail in Hofbauer and Sigmund (1998) and many other handbooks of EGT. I illus-
trate the calculations on the example of set I (OE) but only comment on the out-
come of the procedure for the latter two sets. (For a more detailed presentation see
Zehentner 2019: 267–270).

The procedure is as follows: p in (13a) gives the probability distributions for
both strategies (p1, p2) for player A (REC [−focus]), whereas q (and q1, q2) rep-
resents player B (REC [+focus]). The estimated player/strategy combination p̂, q̂
is shown in (13b). Next, it is evaluated whether the combination of these choices
yields the best optimal outcome, i.e. on the one hand, whether ‘p̂ is a best reply to
q̂’ and on the other hand, whether ‘q̂ is a best reply to p̂’. Following Hofbauer and
Sigmund (1998: 113–114), this is calculated by the formula ‘p x Aq̂ ≤ p̂ x Aq̂ (for all p

14. Lower case letters in the matrices refer to the payoff constants as seen in the equations in
Section 3.1.
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Є Sn)’ and ‘q x Bp̂ ≤ q̂ x Bp̂ (for all q Є Sm)’, in which ‘p Є Sn’ stands for all mixed
strategies for player A, while ‘q Є Sm’ denotes those for player A. The respective
payoffs for the player/strategy pairs are given by ‘p ∙ Aq’ and ‘q ∙ Bp’ (Hofbauer
and Sigmund 1998: 113). If the equations hold, then the pair ‘(p̂, q̂) Є Sn x Sm’ is a
Nash equilibrium or evolutionary stable strategy. A strict Nash equilibrium means
that both equations involve ‘strict inequalities’ in the sense of ‘p ≠ p̂’ and ‘q ≠ q̂’
(Hofbauer and Sigmund 1998: 114).

(13) a.

b.

In (14a)–(b), this is applied to the OE game. Based on the results gleaned from
Table 5 to Table 7 above, I start by testing the outcome of both players always
choosing ‘NP’ and never choosing ‘PP’ (p1, q1 =1; p2, q2 =0).

(14) a.

b.

The calculations for optimal responses are shown in (15). We can confirm that
100% ‘NP’ for both players is indeed the most successful strategy combination.
That is, if we undertake the same procedure with any other probability distribu-
tion (such as e.g. ‘NP in 70 per cent of cases, PP in 30 per cent of cases’, or ‘100%
PP’) for either player, the outcome is smaller than the outcome of the 100% ‘NP’
distribution (e.g. p1 =0.7, p2 =0.3 → 4 × 0.7 + 0.3 < 4; or p1 = 0, p2 = 1 → 4 × 0 + 1< 4).
From these comparisons, we can conclude that the strategy pair ‘NP/NP’ in all
instances is the best choice for both players, and that no alternative best options
exist.

(15)
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Performing the same procedure for the intermediate stage (set II, eME), the sit-
uation presents itself as more complex. While it is also most beneficial for player
A to opt for ‘NP’ in all encounters at this point, there is a range of best replies
for player B. This means that paired with a 100% ‘NP’ player A, it is equally ben-
eficial for player B to vary between ‘NP’ and ‘PP’ in any given distribution (i.e.
with any probability between 0 and 1). The fact that such alternative best options
exist demonstrates that there is no single evolutionarily stable strategy combina-
tion at this stage. For the third game (lME), a combination of 100% ‘NP’ for player
A (REC [−focus]) and 100% ‘PP’ for player B (REC [+focus]) is most successful,
meaning that always choosing ‘NP’ or ‘PP’, respectively, yields the highest possible
payoff for both players. There is nothing to be gained for either player by switch-
ing strategies at any point.

These results support the hypotheses. First, they confirm that the changes in
conditions indeed affect which strategy combinations are most successful, as the
optimal choices differ between the sets of games. Second, the findings corrobo-
rate that the change proceeds in the expected direction. In the earliest stage, where
case marking is assumed to be present and salient, while constituent order is flex-
ible, ‘NP’ (and accordingly the DOC) emerges as most beneficial for either player.
This corresponds to what is seen in the actual data – in Old English, there is no
clear alternation, and most prototypical ditransitive verbs are used in variants of
the DOC. However, with case marking becoming less informative and constituent
order becoming more rigid, this moves to an ambivalent situation where there is
no single optimal combination, with one player varying in any given distribution
without effect. Again, this is compatible with earlier corpus findings on the rise
of the dative alternation – as McFadden (2002) and Zehentner (2019) show, early
Middle English is characterised by great variation between nominal and preposi-
tional ditransitive constructions. Finally, with the complete loss of case marking
and almost categorical constituent order in the last stage, a complementary choice
of ‘NP’ for one player, and ‘PP’ for the other comes to have the greatest success.
This is precisely what we see from late Middle English onwards, when the mem-
bers of the dative alternation reach a very stable distribution, each associated with
complementary object orders and correspondingly, discourse-pragmatic features.
The model (although evidently and necessarily greatly simplified) thus demon-
strates that it is plausible that the loss of case marking and fixation of constituent
order in the history of English could have led to the development of an alternation
between NP and PP means of expression, i.e. the dative alternation as seen in PDE.

In sum, what this account has done is to simulate the choice of speakers
between two strategies (using a nominal pattern versus a construction where the
recipient is expressed by a PP) for ditransitive events in three stages in the his-
tory of English (represented by three different sets of games). These stages differ
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in certain parameters, designed to reflect changes in the linguistic system of Eng-
lish over time. Specifically, the ‘environmental’ conditions in which the respec-
tive games take place differ between the stages/sets. Case marking is increasingly
lost, whereas constituent order is more and more fixed; furthermore, variation
between NP and PP in argument structure in the entire system becomes more
frequent. These changes impact the success of the strategies, in that they impact
the benefits or costs incurred for the respective strategy on the basis of factors
like expressiveness or economy. In the following section, I briefly recapitulate the
main arguments of the chapter and the results of the EGT model presented and
conclude with a discussion of the implications of this approach for the diachrony
of the English dative alternation and (English) historical linguistics in general.

5. Discussion

Taking a broader view on the issue investigated in the chapter, the model gives
support to the assumption that in cases of linguistic variation, the interaction of
certain properties of the variants and changes in the linguistic system can affect
the outcome of this competition. In this case, we have started from a situation
in which both NP- and PP-variants are available for the expression of the two
discourse-pragmatic types of recipients in ditransitive events. The types are sub-
ject to an invariable constraint relating to the principle of end-focus or ‘harmonic
alignment’: topical, unfocused recipients are typically associated with clause-early
position, while non-topical, focused recipients tend to appear in clause-late posi-
tion. This tendency has been present throughout the history of English, and likely
presents a stable cognitive pressure. What is likewise stable over time is that the
success of the variants is dependent on certain factors, specifically features relat-
ing to physiological-cognitive biases such as economy and explicitness. These fac-
tors are taken to be quasi-universal and constant over time. By contrast, systemic
pressures, such as in the present case the salience of case marking and more gen-
eral constituent order tendencies may be subject to change – this may in turn
affect the relative impact of certain factors. While some factors that play a role
in the competition between variants accordingly remain unchanged, other condi-
tions may change quite substantially over time, and may affect how the variants
rate against these pressures. In the particular case of the history of the English
dative alternation, the model has then corroborated that in a system which fea-
tures less and less distinctive case morphology and more and more predictability
in constituent order, a combination of both variants will be the most successful
outcome for speakers. More specifically, the optimal situation is a complemen-
tary, ‘division of labour’ type of relationship between the two means of expression
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(NP and PP). Following from this, we can interpret the emergence of the Eng-
lish dative alternation as an adaptation of the two variants to selective pressures
derived from changes in the fitness landscape (environmental conditions).

Returning to the initial question of causality in the history of the English
dative alternation, the model suggests that once both prepositional and nominal
options were available for ditransitive verbs, the decrease in case marking salience
and the development of stronger constituent order constraints could plausibly
have caused the systematic and close association between DOC and to-POC
that is there in PDE. It not only supports the hypothesis that the changes are
causally related, but also lends support to the assumption that there may be
some directionality in causal influence. To the extent that it can, the outcome
of the model favours drag-chain scenarios as postulated in McFadden (2002),
Polo (2002) and Allen (2006) in that the loss of case marking morphology (and
case distinctions) strengthens the role played by PP-patterns. Likewise, Allen’s
(2006: 209–214) argument that the early tendency of PPs for clause-late position
may have led to the complementary distribution in constituent ordering evi-
denced by the PDE constructions, is backed by the results.

It is, however, clear that the approach presented in this chapter does not pro-
vide a final and conclusive answer to the questions posed at the beginning, as
it constitutes an abstraction of what was likely a highly complex situation. That
is, it can only state that the scenario outlined is plausible, but does not preclude
the possibility that other scenarios, in particular ones involving feed-back/feed-
forward loops between the changes, are also plausible. Crucially, the account has
furthermore not addressed the issue of why prepositional paraphrases for nomi-
nal patterns emerged in the first place, but has only dealt with developments after
variation (and consequently competition) in the system has come about (cf. e.g.
De Smet et al. 2018 for a discussion of different outcomes of competition in lan-
guage change). It accordingly does not necessarily add new insights to the discus-
sion of push- versus drag-chains in the strictest sense.

Still, the chapter has illustrated the benefits of using game theoretic modelling
to test assumptions made on the basis of corpus analyses, and possible insights
that can be gained from adducing additional, non-traditional evidence. That is,
historical investigations are often seen as highly limited due to the restricted
nature of the data available – after all, experiments or any kind of investigation
with living subjects are simply impossible. However, recent explorations into lan-
guage change simulation, such as iterated-learning experiments (e.g. Kirby et al.
2014, among many others), agent-based models, or studies employing Evolution-
ary Game Theory, have demonstrated the value of such tools as further ways
of enhancing our understanding of historical phenomena like the rise of the
English dative alternation. Especially in cases where corpus data is inconclusive
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or ambiguous, which is particularly striking in attempts to distinguish causal-
ity from correlation, supplementing more established methods with new data is
highly relevant. While this does not suggest that mathematical modelling should
replace more traditional empirical methodologies, I would claim that integrating
it into linguistic research is beneficial and can lead to interesting results, not least
because it allows us “to re-approach [an issue] from an entirely new perspective”
(Ritt and Baumann 2012: 236).

6. Conclusion

This chapter has taken another look at a longstanding but still inconclusive ques-
tion in English historical linguistics; specifically, it has discussed whether several
systemic changes in the history of English – also reflected in the history of English
ditransitive patterns – may be causally connected, and if so, in which direction.
The changes under investigation are the increasing use of prepositional patterns
(in particular the prepositional dative variant), the disappearance of productive
case marking, and the increasing fixation of constituent order both on the clause
level and concerning object order in ditransitives: they occur in overlapping time-
frames and seem to clearly correlate, but their potential causal relations remain
debated. The present study has then aimed to add to this discussion and comple-
ment results from previous corpus-based investigations on the issue. It has used
Evolutionary Game Theory to model the outcome of interaction between the three
strategies/ changes under particular assumptions such as a general (universal)
preference for end-focus. Ultimately, the model supports the hypothesis that the
loss of case marking and fixation of constituent order may have caused the emer-
gence of the prepositional pattern and thus the dative alternation. On a broader
level, the study has illustrated the potential benefits of supplementing standard,
text-based methodologies in historical linguistics with tools such as Evolutionary
Game Theory.
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The Middle English prepositional dative
Contact with French

Richard Ingham

The to-PP form of the dative alternation is argued to have arisen from con-
tact with French rather than being linked to the loss of the Old English
Dative case. It is shown to have been extended in ME to the experiencer
argument of psych verbs, and to the recipient argument of some verbs of
communication, but only to those whose French counterparts took the
à-dative, regardless of OE case assignment. Where French equivalents of
verbs in these classes did not take an indirect object, the Middle English
verb took only a nominal object. Selectivity in to-PP use in ME, going
beyond verbs of possession transfer yet showing a verb-specific restriction
to source item argument realisation patterns, indicates that French provided
a replication source for the to-PP form of the dative alternation.

Keywords: dative, dative alternation, Middle English, argument realisation,
verbs, language contact, French, possession transfer

1. Introduction

Since the late medieval period, English has had a productive alternation between
two argument structure realisation possibilities with verbs of possession change.
The dative alternation, as it is termed, was not productive in Old English (De
Cuypere 2015). To understand how it subsequently developed leads us to consider
the place of English in the bilingual language ecology of the 13th–14th centuries,
in which French played a decisive role in augmenting the English verb lexicon,
and thereby introduced new argument realisation possibilities with those verbs.
Though French contact influence on the English lexicon has featured prominently
in standard treatments of the history of English (see e.g. Prins 1941; Dekeyser
1986; Durkin 2014), traditional textbook presentations have most often highlighted
the elite socio-cultural domains that contact with French is supposed to have
most strongly affected. Discussion of this topic has therefore tended to be heavily
skewed towards noun lexis, as it readily displays domain-specific content vocab-
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ulary and can therefore reveal real-world biases in the take-up of loan items. By
contrast, there has been less study of the influence of French on the verb lexicon
in English, and how far it accords with accounts of language contact in the Middle
English period. Verbs interact with syntax in their argument realisation patterns
(Levin and Rappaport 2005), so this is an important area to consider, especially
since verb argument structure has been noted, e.g. by Schneider (2007), as a lin-
guistic area commonly displaying contact influence in contemporary settings.

Accounts of language contact influence such as Thomason and Kaufman
(1988) distinguished syntactic from lexical contact effects for the purposes of iden-
tifying different degrees on a scale of ‘borrowability’. There is, however, no water-
tight separation between these linguistic levels, since syntactic forms are lexically
selected in the shape of verb argument realisation. Investigating syntactic con-
tact influence in terms of the selection properties of lexical verbs is an avenue of
research, therefore, that deserves to be further examined with a view to whether
not only lexical forms are borrowed, but also their selectional properties. For
Meisel (2011) language contact leads to changes in the linguistic context of occur-
rence of lexical items. A case in point here is the syntactic contexts in which verbs
are used, i.e. their argument structure realisations. In a situation of fairly intense
bilingualism, it would be expected that some syntactic contact influence might
occur, cf. also Trudgill (2011).

Some studies have researched the impact of contact with French on argument
structure realisation in Middle English. Ingham (2020) found that French influ-
ence played a major role in the sharp rise of lability with many verbs of change
of state/position in Middle English. Trips & Stein (2019) showed the close corre-
spondence between the argument realisation possibilities of the Old French verb
plaire/plaisir, and the French loan please. As regards the to-prepositional con-
struction, Allen (2006:214–215), following earlier authors such as Visser (1963),
considered that the analogous construction with French loan verbs may have
encouraged its use with native verbs, but a detailed enquiry into the issue still
remains to be carried out. In this chapter, the development of the to-PP construc-
tion with English verbs of possession change will be examined from a contact per-
spective. The extension of this constructional possibility to the possession change
verb class will be shown to have been part of a broader picture of French influ-
ence on Middle English argument realisation. The chapter is structured as follows.
Section 2 first discusses the spread of the to-PP construction to all kinds of verbs
of possession transfer in Middle English, native verbs as well as French loans, and,
on the basis of data from the Middle English Dictionary, shows this innovation to
have taken place in the 14th century. Section 3 argues against existing accounts of
the rise of this to-PP construction as being driven solely by the loss of inflectional
case distinctions in Middle English, introducing the alternative hypothesis that
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its adoption was triggered by a language-external factor, viz. contact with Anglo-
French, and more precisely, replication of the indirect object pattern with à that
was the default argument realisation pattern for possession transfer verbs in the
Anglo-French Source Language. After a section giving more background on the
contact setting between English and (Anglo-)French in later medieval England
(Section 4), Sections 5 and 6 present the design of and results from a case study
on two additional verb classes, viz. psych-verbs and communication verbs, which
is aimed at testing the hypothesis that Old English dative nominal constructions
were not replaced by to-PPs across the board, but only in cases where the cor-
responding French verb took an indirect object. Section 7 presents a further dis-
cussion of the implications of this case study for hypotheses about the respective
roles of language-internal factors and contact with French in the emergence of the
dative alternation, and Section 8 summarises the main conclusions.

2. The spread of the to-PP to dative contexts

In Old English, the to-PP construction was used with verbs of directed motion
(Visser 1963; De Cuypere 2015), much as in the modern language, but not with
verbs of actual or prospective possession transfer, where the (prospective) posses-
sor entity appeared as a dative-case marked NP, e.g. the citations taken from the
Anglo-Saxon Dictionary (Bosworth and Toller 1898) in (1a) to (1c).

(1) a. Ic
I

sello
sell/give-pres1sg

Werburge
Werburg-dat

ðás
the-acc

lond.
land

(Chart. Th. 480, 30: 481 [s.v. sellan])‘I sell Werburg the land’
b. Eádmund

Eadmund
betǽhte
assign-past1sg

Glæstingaberi
Glastonbury

S.
Saint

Dúnstáne.
Dunstan-dat

(Chr. 943; P.111 [s.v. betǽcan])‘Edmund assigned Glastonbury to St. Dun-
stan’

c. Hú
How

fela
many

beháta
promise-acc.pl

behét
promise-past.3sg

God
God-nom

Abrahame?
Abraham-dat

(Angl. vii. 42, 396. [s.v. behatan])‘How many promises did God promise
Abraham?’

With such verbs, the entity denoted by the internal argument of the verb (the
traditional ‘Theme’ semantic role) does not undergo a location change. This
state of affairs is observed in Modern German (Proost 2014): with purely pos-
session transfer verbs, such as geben (‘give’), schenken (‘give as a present’), and
(über)lassen (‘leave’), the recipient is realised as a dative-case marked NP (though
see Kholodova and Allen, this volume, on the marginal presence of the PP-
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construction with such verbs, too). With verbs typically involving a location
change of the Theme role entity, on the other hand, the recipient argument may
alternatively be realised as a Dative case marked nominal or as a PP headed by
an/zu (‘to’). Such verbs are senden (‘send’), schicken (‘send’), bringen (‘bring’),
verleihen (‘lend’), etc.

In English, this distinction did not survive beyond Old English (henceforth
OE). In Middle English (henceforth ME), the to-PP construction spread to verbs
of possession transfer, both with native verbs (2) and French loans (3), e.g. the
following citations from the Middle English Dictionary entries for yeven (‘give’),
profren (‘offer’) and presenten (‘present’):

(2) a. I schulde han ȝife to þee ten cicles of seluer.
(WBible (1), 2 Kings 18.11 (a1382))

‘I should have given you 10 c. of silver’
b. Men of Cartago, lenynge theire armoure to oþer peple, were soory.

(Higd.(2) 4.127 ?a1475(?a1425))
‘Carthaginians, leaving their armour to other people, regretted it’

(3) a. (Trev. Higd. 3.327 (a1387))He profreþ it to me.
‘He offers it to me.’

b. Þei … presenten the white hors to the Emperour.
(Mandev.(1) 155/36 (?a1425(c1400)))

‘They present the Emperor with the white horse’

De Cuypere (2015: 35) stated that in OE “a transfer of possession verb only
occurred with a D[ouble] O[bject]” construction, while noting a handful of
exceptions, in translations from Latin. He briefly considered the question of why
the prepositional construction did not spread further at that time, though with-
out offering a possible explanation. Zehentner (2017), using the PPCME2 cor-
pus (Kroch and Taylor 2000), found that the Prepositional Object construction
(POC) became strongly preferred over the Double Object Construction (DOC)
in the corpus subperiod ME3 (1350–1420) (also see Zehentner, this volume).1 The
timing of this change is significant: the POC with verbs of possession change is
thus very much a 14th c. development, as will next be shown in terms of the dates
of first citation of native verbs belonging to that class.

Members of the present-day English change-of-possession verb class allowing
the dative alternation listed in Levin (1993), specifically those in her give-subclass
and the ‘verbs of future having’ subclass, were used as search terms in the Middle
English Dictionary (henceforth MED) so as to identify ME verb equivalents.

1. However, the relative frequency of the two constructions subsequently became roughly
equivalent (Zehentner 2017).
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Dates of first occurrence of such verbs with the to-PP construction were then
noted. The results of this procedure were as shown in Table 1 (OE verb forms
used):

Table 1. Old English verbs of possession transfer, attestations with a to-PP Recipient in
OE and ME (MED)

to-PP in OE to-PP, date of first attestation in MED

gifan (‘give’) X (?c. 1300), 1324

gieldan (‘pay’) X c.1325

sculan (‘owe’) X a. 1325

lǣten (‘grant’) X c.1350

betǣcan (‘assign ‘) X a.1375

sellan (‘sell’) X a1382

lǣnan (‘lend’) X a1382

agan (‘owe’) X a.1382

behatan (‘promise’) X c.1385

rǣcan (‘pass’) X c.1400

becweþan (‘bequeath’) X c.1400

The absence of the POC with verbs of transfer in OE is based on De Cuypere’s
(2015) corpus analysis, using the Dictionary of Old English Corpus (Healey et al.
2009). He found that “the to-dative construction was not used in OE in clauses
that had a verb that inherently denoted a transfer of possession (e.g. agifan, gifan,
sellan ‘give’ and offrian ‘offer’) and a human recipient” (De Cuypere 2015: 4).2

The dates of first attestation shown here accord well with Zehentner’s (2017)
diachronic survey of English corpus data. According to the textual record, posses-
sion change verbs, as a class, evidently adopted the to-dative in the 14th century,
though in spoken language it may have been in use somewhat earlier, on the stan-
dard assumption that written language lags behind oral usage.3 On the other hand,
it may be that in this case written usage, perhaps influenced by translation from
French, gave more initial impetus to the POC than did spoken language.4 Given

2. It may be assumed that for the purposes of this statement the very few POC instances in
translations from Latin that De Cuypere (2015) identified (see above) were discounted, as being
subject to translation effects.
3. See Ingham (2016) for evidence that in the same period spoken-origin texts attested to lan-
guage changes faster than written-origin texts, at least in Anglo-French.
4. I thank an anonymous reviewer for suggesting this possibility.
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the unavailability of oral data from that time, this issue cannot be resolved, and in
common with other researchers we are limited to interpreting the surviving writ-
ten material for an account of historical changes. The challenge to be addressed in
this study will thus be to understand how the POC innovation took place in this
particular time-frame within the written record.

3. Explaining the change

To explain the spread of the to-PP construction, the loss of oblique inflectional
case distinctions in Middle English has often been considered as the determining
factor (also see Zehentner, this volume, for extensive discussion of the causal rela-
tionship that is often assumed to hold between the two changes). The to-PP is
thought to have replaced the OE ditransitive constituent order with an Accusative-
marked Theme and a Dative-marked Recipient, e.g. (1b)–(c) above. De Cuypere
(2015) motivated the adoption of the POC in terms of a discourse pragmatic factor:
the use of the to-PP construction allowed the recipient argument to stand in
clause-final position for discourse purposes, especially focusing. However, as
noted by Allen (1995), Direct Objects continued to be able to precede Indirect
Objects in Middle English well after the loss of nominal case marking, so the POC
cannot have been an inevitable consequence of the loss of case marking. Further-
more, although a functional motivation may have contributed to the growing use
of the POC construction in the LME period, it may not explain its initial adoption.
If discourse sequencing was the rationale for adopting the POC, the order to-PP –
Object NP would not be expected in ME, since the Double Object construction
remained available for the Recipient-Theme argument sequence. But this order
did indeed occur, as can be seen in examples such as (4a) and (4b).

(4) a. Ac nou onderstand and loke þet god yefþ to þe poure þe heuene.
(Ayenb.(Arun 57) 150/5 (1340))

‘But now you understand and see that god gives heaven to the poor’
b. The seynt come and rechid to hym his spere and drowȝ hym oute of the

(Spec.Sacer. 134/32 a1500(?c1425))water.
‘The saint came and passed him his spear, and pulled him out of the
water’

De Cuypere’s argument does not account for such cases. In addition, the claim
that the loss of case inflections triggered the rise of the to-Dative lacks crosslin-
guistic support. Rauth (2016) shows that the loss of case inflectional distinctions
in Low German was not followed by the development of a prepositional IO.
Conversely, in Upper German-speaking areas, some use is made of an IO PP

The Middle English prepositional dative 61



construction, but inflectional case remains. There is thus no necessary link
between the two phenomena, and the English outcome, as Rauth (2016) recog-
nises, seems to be language-particular. This prompts the question as to what the
particular circumstances in England were, to which we return directly.

Zehentner (2017) evokes two factors favouring the extension of POC to pos-
session change verbs, claiming that it happened ‘by analogy’, and because of its
‘greater explicitness’. In cognitive grammar terms (e.g. Langacker 1991), posses-
sion transfer can readily be conceptualised metaphorically as an abstract image
schema involving motion, so the notion that analogy was at work seems very
plausible. Nevertheless, by the late 13th c. the double object construction already
encoded possession transfer syntactically, as a construction in the sense of
Goldberg (1995), and as such was not lexically restricted to native verbs, accom-
modating French loan items as well, as in (5):

(5) Þemperour… grantede pilatus al þat lond… Þat he huld er of herodes.
(c1300 SLeg.Pilate (Hrl 2277) 82)

‘The emperor… granted Pilate all that land… that he formerly held of Herod’

Evidently, the possession transfer semantic property of the DOC was conveyed
by the double object construction before the ME3 corpus period, when frequen-
cies of the POC took off, so it is unclear what would have made it less ‘explicit’
than the to-PP construction, and why the need would have arisen for an analogi-
cal alternative to it involving the POC. That does not mean that cognitive analogy
played no role. As will be argued below, it seems likely that it was a factor favour-
ing the development of the POC. However, this point should not be considered in
isolation from the issue raised by Rauth (2016; cf. also Rauth’s contribution to this
volume): what made English a particular case among the Germanic languages, as
regards the POC? It will be argued here that this was a language-external factor,
of contact with French in the medieval period. French lacked a ditransitive con-
struction, and with verbs of possession transfer used the prepositional à-dative for
the indirect object, see, for instance, (6).

(6) (Apoc 63 (c. 1300))…pur
for

çoe
that

ke
that

il
he

dona
give-past3sg

a
to

la
the

beste
animal

tel
such

poeir.
power

‘… because he gave the beast such power’

Large numbers of French indirect object-taking verbs were borrowed into Middle
English, raising the question of whether their argument structures were borrowed
as well, and additionally influenced the argument structure of native verbs.

The following French loans taking a to-PP were identified in MED, again
using the Levin (1993) ‘change of possession’ verb items as search terms; dates of
their first attestation with a to-PP were as follows:
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(7) assign 1325, restore 1350, pay 1382, grant 1387, offer c1390, proffer 1387, remit
c1410, render 1436, surrender ‘relinquish’ 1441, dispenden ‘distribute’ c1450

The majority of these first attestation dates are located in the 14th c., as was
observed for the native verbs in Table 1. In fact, there is no real empirical contro-
versy about the timing of rise of the to-PP construction with verbs in this semantic
class, which have been well studied at least since Visser (1963), and recent research
by McFadden (2002), De Cuypere (2015) and Zehentner (2017) has completed the
picture in terms of corpus frequencies. The issue to which this study will accord-
ingly be devoted is the question of what drove the rise of the POC in that particu-
lar time period.

A terminological point should be clarified before proceeding. While the gram-
matical relational term ‘indirect object’ in mainstream modern English grammar
refers to the first object in a ditransitive construction (Quirk et al. 1985), in French
‘indirect object’ is more general, being used not only with recipient arguments of
transitive verbs but also for the internal argument of intransitives such as parler,
as in Je parle à Pierre/ je lui parle.5 This terminological usage will be adopted for
both French and English in the present study.6

4. Contact with (Anglo-)French in later medieval England

The contact setting between English and French in the Middle English period has
often been described in the History of English literature, though not always with
a good understanding of the nature of French in England (see Rothwell 1993, 1998
and Trotter 2003 for this critique). Its initial status as a foreign language imposed
by conquest does not represent the contact situation as it was to develop in the
period exhibiting the strongest influence on English, the 13th and 14th centuries.
Although for some time following the Norman Conquest there were two distinct
speech communities, by the late 12th century, according to contemporary testi-
mony, they had fused among the higher classes (Short 1980). This led to a sce-
nario, at least among these classes, of fairly intense bilingualism, resulting in very
extensive lexical and phraseological borrowing, which peaked between 1250 and
1350 (Dekeyser 1986).

It is important to appreciate that during this period Anglo-French remained
in use as a viable language variety (Trotter 2003), not some kind of artificial jargon

5. Quirk et al. (1985) use ‘Prepositional Object’ for PP arguments of intransitives.
6. The World Atlas of Linguistic Structures (WALS) similarly uses ‘indirect object structure’
for the scenario where the recipient/addressee argument is coded differently from the patient
of a mono-transitive, regardless of transitivity.
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as certain older studies reported, following a supposed shift from French to Eng-
lish (as claimed e.g. by Thomason and Kaufman 1988). On the contrary, this
period appears to have been the heyday of Anglo-French as the language of public
discourse (Rothwell 1993; Hunt 2008). The prestige of medieval French as a lit-
erary language is sometimes invoked as a factor in sustaining the use of the insu-
lar French variety, but a more likely reason is the continued use of Anglo-French
by government officials (Lusignan 2004). A second common misunderstanding is
the belief that in this period French was an instructed foreign language in Eng-
lish schools. There is no evidence that it was at this time a curriculum language,
claims to the contrary notwithstanding (Ingham 2015). After the Norman Con-
quest, French speakers took control of all major social institutions including the
church and (thereby) education, and French was reportedly used as a medium
language of instruction in grammar schools until the time of the Black Death in
the mid-14th c. It thus appears to have been transmitted in this setting by child
L2 acquisition of French in middle childhood. Among the linguistic features of
Anglo-French, no doubt thanks to critical period effects created by exposure to
French at that age, were an English-influenced phonology, with repercussions
on some morphological oppositions, but syntactic characteristics which gener-
ally continued to follow developments in continental French, rather than showing
English influence (Ingham 2012).

In morpho-syntactic terms, then, the evidence is that Anglo-French was
acquired independently of Middle English, at least until the 14th c., and thus
would have been able to act as a free-standing source language of contact influ-
ence on it. Contact influence on syntax among bilingual speech communities has
been well documented for contemporary bilingual communities, e.g. by Montrul
(2004), possibly via structural priming, as was found experimentally with bilin-
guals’ use of dative verbs by Kootstra and Doedens (2016). There is every reason
to believe, therefore, that the psycholinguistic conditions under which Anglo-
French and English co-existed would have favoured a contact explanation of the
rise of a syntactic construction such as the POC with verbs of possession transfer.

5. Design of the study

Contact influence on argument structure can be expressed in terms of Heine and
Kuteva’s (2005) model of syntactic influence of a Source language (SL) on a Tar-
get language (TL), in which a functional morpheme in the TL ‘replicates’ the con-
structional pattern featuring its corresponding item in the SL. In the present case,
it will be argued that the French indirect object pattern with a POC headed by à
was replicated with verbs of possession transfer in Middle English with a to-PP,
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in other words that there was replication of the French-style linking of semantic
roles and syntax, as in Example (8).

(8) O. Fr.

M.Eng.

doner:

give:

NP
Agent
NP
Agent

NP
Theme
NP
Theme

à-PP
Recipient
to-PP
Recipient

Two outcomes with loan verbs will be envisaged. One is replication of argument
structure such that SL semantic role-syntax linking is preserved in the TL – in
the present case, a prepositional Oi structure new to the TL would be repli-
cated. Alternatively, accommodation to the TL argument structure might occur,
by which the relevant semantic role would be linked to an Od structure already
existing in the TL. Further contact effects are possible with native verbs having
the same semantic role array as the loan verbs: they might be influenced by the
replication of the SL construction with loan verbs, or they might retain their exist-
ing argument realisation.

If contact with French influenced the spread of the to-PP construction, the
latter would be expected to occur very generally with Middle English possession
transfer verbs, which is indeed the case from the 14th c. onwards (see Section 1).
However, merely demonstrating parallelism in the data patterns does not demon-
strate contact influence; the language-internal alternative in which the dative
case was replaced with the to-PP construction also fits the observational facts.
To choose between these two lines of explanation, the different predictions they
make must therefore be considered. If the POC simply replaced OE dative case
complementation, it would not be expected to have replaced it just in one seman-
tic class, change of possession verbs, but to have been adopted more widely, sim-
ilarly to what occurred in the early history of Romance languages, where Latin
dative case complementation was generally replaced with PPs headed by the
reflexes of the Latin proposition ad (‘to’). On the other hand, if what happened
with verbs of possession transfer is that the grammatical relation expressed by an
à-PP in French was replicated under contact pressure by a to-PP in Middle Eng-
lish, the latter is predicted to be found not only with possession transfer verbs,
but also with others where French used the à-PP construction: where it did not, a
to-PP is not expected.

The aim of this study is to investigate these predictions, seeing how much
continuity there was in the replacement of the OE dative by the to-PP with
other verb classes, as compared with the possible effect of contact with the
French indirect object construction. To investigate these alternative predictions,
the argument realisation patterns of two further verb classes were considered:
psych verbs and verbs of communication (cf. Levin and Rappaport 2005). Their
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argument structure possibilities in Middle English were compared with those
of corresponding Anglo-French verbs. The main data source used for investi-
gating these hypotheses was the Middle English Dictionary, whose verb entries
offer extremely rich citation coverage, usefully grouped by sense/usage differ-
ences which relate to argument structure. An example of how verb entries are
organised is seen in (9).

(9) ‘Enfeffen (v.)… To grant (land, an estate, an office, rights, revenue, etc.) under
the feudal system;–three constructions occur: (a) to enfeoff (a person); (b) to
enfeoff (someone in, on, of something); (c) to enfeoff (something to someone).’

These sub-entries can be related to citations having the corresponding argument
structure realisations. To establish the syntactic properties of Old English verbs,
similar use was made of the online searchable Anglo-Saxon Dictionary (Bosworth
and Toller 1898). The method used was to establish ME verb argument structure
profiles, using reverse look-up with meanings as search terms, and providing evi-
dence for argument structures in citations in the relevant dictionaries.

The Anglo-Norman Dictionary (AND), likewise searchable online, was used
to provide source language data, exclusively from Anglo-French since this was the
variety of mediaeval French with which English was mainly in contact (Rothwell
1998).

6. Verb profiles

We have seen that with ME possession transfer verbs, both native and loaned
from French, the argument bearing the recipient role, which took the Dative in
OE, gained the ability to take a to-PP.

In this section the evolution of argument realisation is traced with two further
classes of verbs that in OE took a dative case internal argument, verbs of pos-
session transfer and verbs of communication. It will be seen that their argument
structures developed differently in Middle English: the internal argument for-
merly marked with a Dative, bearing the experiencer role with psych verbs and
the recipient-of-information role with verbs of communication, adopted common
case realisation. Verbs in the latter two classes will then be compared with their
French equivalents, showing that both native verbs and French-origin loans opted
for common case realisation, rather than using a to-PP where in OE the verb took
a Dative object.
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6.1 Psych verbs

Guidi’s (2011: 38) corpus-based study of Old English psych verbs lists over 20 items
(counting only root verbs) taking an Accusative or a Dative case-marked experi-
encer argument (see Table 2). Of these, only about a dozen survived in use beyond
c. 1200, according to the MED.

Table 2. Old English psych verbs listed by Guidi (2011) taking an experiencer internal
argument and surviving into Middle English

OE verbs Realisation of experiencer
argument in OE

Realisation of experiencer
argument in ME

First use of to-PP
cited in MED

aforhtian
‘frighten’

ACC. Common case

gegremian
‘irritate’

ACC. Common case

hreowsian
‘pity’

ACC. Common case

pæcan
‘deceive’

ACC. Common case

swencan
‘trouble’

ACC. Common case

cweman
‘please’

ACC/DAT Common case a1393

eglian
‘trouble’

DAT. Common case

hreowan
‘regret’

DAT. Common case

lician ‘please’ DAT. Common case 1340

lystan ‘please’ ACC./DAT. Common case

ofþyncan
‘regret’

DAT. Common case

sceamian
‘cause shame’

ACC./DAT. Common case

wlatian
‘disgust’

DAT. Common case

These verbs mostly did not show up in Middle English with a to-PP, but assigned
the direct object function to the experiencer role, as illustrated by (10) to (13).
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(10) It shuld sheme…þis ȝonge men they þat wold not be meved to vertewe by
(Roy.Serm. 267/30 c1450(c1415))nature noþur by reson.

‘It should make young men ashamed that they would not be led to virtue by
nature or by reason’

(11) (Rolle Psalter 106.18a1500(c1340))Alle mete thaire saule wlathid.
‘All food disgusted their soul’

(12) And þe þef ate laste/Slou Dromer of Alemaine/Þat rue fol sore þe king
(Otuel 1110 (c.1330))Charlemaine.

‘And the villain finally slew D., king of Germany, which king C. greatly regretted’

(13) SLeg.Fran.(2) 66 (a1450))Þe strong pine þat he þoled franceys sore of-þouȝt.
‘(St.) Francis felt sorry for the extreme pain that (the man) suffered’

Where a native verb could in this period take a to-PP (quemen and liken, both
meaning roughly ‘please’), this corresponded in argument structure to the French
loan verb plesen, used with a to-PP.

Numerous French-origin loans entered the psych verb arena in Middle Eng-
lish, as documented by van Gelderen (2014), who noted an accompanying decline
in the OE psych verb inventory.7 Table 3 shows the items from her list of object
experiencer-taking verbs borrowed from (Anglo-)French in the 13th–14th cen-
turies, together with the construction taken by the source item. Other French-
origin psych verbs discussed by van Gelderen (2014), such as regret, repent, etc.,
linked the experiencer role to the clause subject and are not relevant here.

As can be seen from Table 3, most of the French source verbs listed above
linked the experiencer argument to direct object function (Od). The exceptions
were nuire and (des)pleisir, where it was linked to an Oi , and it was noted that ple-
sen and noien, were the only items attested in MED with a to-PP, as in (14) and (15).

(14) a. (EARLPS,63.2771)For God wasted þe bones of hem þat plesen to men.
Because God destroyed the bones of those who please men’

b. What-so pleseþ to þe, þat þe pacient may so moche more liȝt ese hym.
(c1425 Arderne Fistula (Sln 277) 29)

‘Whatever you prefer, so that the patient may the more easily be relieved’
c. A man dredeth to do outrages, whan he woot..that it displeseth to the

iuges and the souereyns.
(c1390) (Chaucer CT.Mel. (Manly-Rickert) B.2628)

‘A man fears to do wrong when he knows…that it displeases judges and
sovereigns’

7. See also Miura (2014).
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Table 3. French-origin psych verbs in Middle English

ME verb French source verb Gloss Experiencer realisation in Anglo-French

disporten desporter cheer, amuse Od

peinen peiner distress Od

tormenten tormenter vex, torment Od

astonen estoner astonish Od

dismaien desmaier dismay Od

troublen troubler trouble Od

desturben disturber disturb Od

comforten comforter comfort Od

rejoisen rejouir delight Od

affraien esfraier frighten Od

greven grever worry Od/ Oi

noien nuire annoy Oi

plesen pleisir please Oi

displesen despleisir displease Oi

(15) a. All lyenges are noghte dedly syn, bot if þay noye till som man bodyly or
(c1440(a1349) Rolle 10 Com.(Thrn) 12/18)gastely.

‘All lies are not deadly sin, unless they harm someone bodily or spiritually’
b. Swere by god þat þou noȝe not to me.

(a1382) WBible(1) (Bod 959) Gen.21.23
‘Swear by God you shall not harm me’

The constructional properties of ME psych verbs surveyed here, both native and
borrowed, show that the to-PP construction did not simply replace the OE dative
across the board. It appeared with possession transfer verbs where French used
an à-PP, as discussed in Section 2, but not with psych verbs such as those in
Tables 2 and 3, where French used Od. The source language pattern was thus
replicated selectively: as with possession transfer verbs, to was selected as an indi-
rect object functional morpheme, whose basic sense was nearest in meaning to
French à. French-style linking of semantic roles and syntax was thus produced.
This involved the experiencer role linked either to an NP or to a to-PP, depend-
ing on how linking operated with the French source verb, as illustrated in (16)
and (17).
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(16) OF

ME

nuire
‘annoy’
noien
‘annoy’

{

{

NP ________
Stimulus
NP _______
Stimulus

à-PP
Experiencer
to-PP
Experiencer

}

}

(17) OF

ME

desturber
‘disturb’
disturb

{

{

NP ________
Stimulus
NP ________
Stimulus

NP
Experiencer
NP
Experiencer

}

}

Where the source verb’s argument realisation properties did not feature an indi-
rect object, neither did those of the corresponding English verb.

Taking both native and French-origin loan verbs as a whole, the to-PP con-
struction clearly did not serve as a replacement for the OE dative, but was used
exclusively where French provided a replication source in the shape of an à-PP. It
occurred with native quemen and liken, as well as with French-origin plesen and
noyen, but not with the ME reflexes of OE dative-taking eglian, hreowan, ofþyn-
can and wlatian, where the corresponding French items offered no such model.

6.2 Verbs of communication

In terms of semantic roles, verbs of communication can be related to possession
transfer verbs, both having a recipient role, in this case of information; for French
verbs of communication, see van Peteghem (2006: 101, 108). It is semantically
entailed that information be received by that entity, as can be seen in the anomaly
of the (b) sentences with respect to the (a) sentences in the following pairs of
examples:

(18) a. Bill informed John of the situation.
b. #John received no information.

(19) a. Bill advised John of the position.
b. #John received no advice.

(20) a. Bill ordered John to leave.
b. #John received no order.

Such verbs tend to be transitive in Modern English, as in these examples. In OE,
however, there was a good deal of constructional variation among communica-
tion verbs in the realisation of the recipient argument: it was assigned Accusative
case by some verbs, by others Dative case. Similarly, variation in Old French
took the form of variation between a direct object or indirect object form, e.g.
aviser (‘inform’) took a direct object, demander (‘ask’) an indirect object. The
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OE Dative-taking verbs and OFr indirect object-taking verbs did not always cor-
respond. This situation gives rise to interesting questions as to how far, if at all,
the recipient argument of native verbs became a to-PP in ME, and how far the
recipient argument of loans from French retained their Source Language argu-
ment realisation, either as a Direct object or a to-PP.

These issues were first explored using the ‘verbs of communication’ sub-
classes in Levin (1993) so as to track the argument structure development in ME of
surviving OE verbs expressing meanings listed in those subclasses.8 Following the
procedure used above for possession change and psych verbs, the modern English
meanings were first used as search terms to identify OE verbs in the ASD, together
with the usual realisation of their recipient argument; ME reflexes of these verbs
were then recorded, also with the usual realisation of the recipient argument as
given in the MED. The results are displayed in Table 4. Following the loss of the
OE Accusative and Dative case distinction, the label ‘common case’ refers to the
ME case form of the recipient argument, if it was not a to-PP. Where not used
with that verb in OE, the first attestation of a to-PP recipient is also shown.

Table 4. OE verbs of communication remaining in ME, realisation of recipient argument

OE verbs Realisation of recipient
argument in OE

Realisation of recipient
argument in ME

Use of to-PP, first
citation in MED

ascian ‘ask’ ACC. Common case c.1330

fricgan ‘ask’ ACC. Common case

(ge)laeran ‘instruct’ ACC. Common case

warenian ‘warn’ ACC. Common case

(be)reccan ‘explain’ DAT. Common case

bodian ‘announce’ DAT. Common case a.1225

(ge)raedan ‘advise’ DAT. Common case

(ge)tellan ‘tell’ DAT. Common case c. 1380

(ge)taecan ‘teach’ DAT. Common case a. 1375

(ge)wissian ‘show’ DAT. Common case

secgan ‘say’ DAT. Common case c. 1330

cweþan ‘say’ DAT./to-PP Common case/to-PP N/A

sprecan ‘speak’ to-PP to-PP N/A

8. Levin’s (1993) subclasses 37.1, 37.2, 37.5 and 37.7–37.9 were analysed, omitting a few sub-
classes where a recipient argument was not used, or where the semantics of the sub-class
involved modern technology.
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First attestations of a to-PP construction have not been recorded for the last two
items, where the verb already used it in the OE period (De Cuypere 2015). As
can be seen, it was observed sporadically with a few other native verbs, but the
overwhelmingly preferred ME outcome with verbs of communication was for the
recipient argument to appear in a common case NP, even where the verb had
taken the Dative in OE. In this verb class, the POC clearly did not act as a replace-
ment construction for a Dative case nominal.

Turning to French-origin loans among ME verbs of communication, their
argument structure realisation displayed considerable variation between transi-
tive uses, with a common case form recipient, and a to-PP. What appears to have
determined the choice of argument type was the syntax of the corresponding
French verbs, where an indirect object took the form of an à-PP or a dative-case
pronoun. This is reflected in the syntax of the French loans command, counsel,
certify, inform and advise (meaning ‘inform’). The first three optionally took an
indirect or direct object in French, and this was also the case in Middle Eng-
lish. These alternatives are illustrated here for modern-spelling command (21a),
21b), counsel (22a), (22b), and certify (23a), (23b), as well as for their Anglo-French
equivalents (21c), (21d), (22c), (22d), (23c), (23d).

(21) (Middle English)
a. Seculer lordshipis asken degrees; for ȝif alle weren oon… ilche man myȝte ylyche

(c1475(?c1400) Wycl.Apost.(Dub 245) 434)comaunde to oþer.
‘Secular lordships require ranks: for if all were equal… each man could give
orders to others’

b. Þe..kynge hym selfen Comaunded sir Cadore…to conuaye theis lordez.
(c1440(?a1400) Morte Arth.(1) (Thrn) 1602)

‘The king himself ordered Sir C. … to escort these lords’

(21) (Anglo-French)
c. … e

and
comanda
command-past3sg

a
to

son
his

ost
army

ke
that

il
it

ne
neg

lerreyent
leave-cond3pl

en
in

nule
any

manere
way

(ReisEngl 270 (c. 1275))l’assaut.
det-attack
‘… and commanded his army not in any way to leave off the attack’

d. Sa
His

gent
people

comande
command-pres3sg

armer
arm-infin

e
and

la
det

vile
city

assaillir.
attack-infin

(RomChev 1189 (1175–1200))‘(He) commands his followers to arm themselves
and attack the town’

(22) (Middle English)
a. (KAlex. 5984 c1400(?a1300))Loude he conseileþ…/To his dukes.

‘He loudly counsels… his dukes’
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b. (SLeg.MPChr. 561 (c1300))Bi ȝeonde þe watere he conseilede is desciples.
‘Over the water he advised his disciples’

(22) (Anglo-French)
c. E

And
le
det

legat
legate

ly
him-dat

conseilla
advise-past3sg

ke
that

il
he

ceo
that

freit.
do-cond3sg

(Reisbritt 266 (c. 1275))‘And the legate advised him to do this’
d. … en

in
crochant
arrogate-prespart

a
to

vous
you

real
royal

poer
power

et
and

conseilant
advise-prespart

le
det

rey
king

a
to

(Annlond 317 (1326))desheriter
disinherit-infin

et
and

defere
undo-infin

ses
his

leys.
laws

‘… arrogating to yourself royal power and advising the king to disinherit and
undo his laws’

(23) (Middle English)
a. The said Marchaundes to certiffye the summe of the good to the Kynges

(Kingsford EHist.Lit. 363 (a1452))Custymere.
‘The said merchants (are) to confirm the total of the goods to the King’s customs
officer’

b. (Proc.Privy C. 1.325 (1410))Thenne me may there opon certifie the Kyng.
‘Then the King may thereupon be informed for sure’

(23) (Anglo-French)
c. … que

that
dedeinz
within

xv.jours
15 day-pl

apres
after

la
det

vray
true

informacion
facts

fait,
do-pastpart

serra
be-fut3sg

(Foedera 3_1068 (1376))certifie
communicate-pastpart

as
to-detpl

Roys.
king-pl

‘… that within 15 days of determining the true facts they will be communicated to
the kings’

d. …qil
that-he

certifia
inform-past3sg

le
det

Roi
king

del
of-det

estat
state

le
det

dit
say-pastpart

Johan.
John.

(Northern 223 (1306))‘… that he informed the king of the said John’s situation’

On the other hand, French informer and aviser always assigned the role of recip-
ient of information to direct object function as did the corresponding ME loans
inform and advise, cf. (24) and (25).

(24) a. Aloms
go-pres1pl

as
to-detpl

prés
meadow-pl

e
and

as
to-detpl

champs/Pur
field-pl for

enformer
inform-infin

(Bibbesworth 10 (c. 1280))vos
your

enfaunz.
child-pl

‘Let us go to the meadows and fields to instruct your children’
b. (MKempe B 224/16 (c1438))He enformyd hys wife of hys modyr.

‘He informed his wife about his mother’
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(25) a. …et
and

quant
when

le
det

Chanceller
chancellor

serra
be-fut3sg

enfourme,
inform-pastpart

(qu’)
that

il
he

avise
advise

(Northern 40 (1333–37))le
det

Roi.
king

‘And when the chancellor is informed, let him advise the king.
b. They avysed the kynge to send for the duke and his wyf.

(Malory Wks. 7/25 1485(a1470))
‘They advised the King to send for the duke and his wife’

It can thus be seen that in this semantic domain the argument realisation type of
the French source verb was likewise decisive for the construction used with the
verb when borrowed: the loan verb brought the source language argument struc-
ture with it into Middle English. The contact influence was not necessarily per-
manent. In some cases, the borrowed French argument structure did not securely
establish itself in English, as with command and counsel, which subsequently lost
the POC option again.

This examination of verbs of communication has shown, as with psych verbs,
that OE argument realisation patterns did not affect whether ME made use of the
to-PP, which was attested in MED citations only where the corresponding French
item used the indirect object.

7. Implications

It has been shown here that the rise of the POC with change of possession verbs
was part of a broader picture of the replication in Middle English of the French
indirect object construction, in the form of a to-PP. This effect on verb argu-
ment realisation could be either lasting or temporary. A single process of replicat-
ing French indirect objects produced the failed innovations observed with some
psych verbs and verbs of communication, as well as the enduring change with
give-type verbs. Prior studies of the rise of the POC in ME have not sufficiently
considered the role of contact with French. Not only did it provide a Source Lan-
guage model for replication in ME of the indirect object construction, but a con-
tact explanation also comports with the timing of the change, in the 13th–14th
centuries when French influence was strongest and when bilingualism amongst
educated classes favoured contact effects. The dominance of the POC occurred,
as pointed out by Zehentner (2017), in the ME3 period, 1350–1420, a finding that
seems best accounted for under the contact explanation offered here.9

9. It is not without interest that Gerwin’s (2014) corpus study of modern English dialects found
that when both internal arguments are pronominal, northern varieties tend to employ the dou-
ble object construction, whereas southern varieties prefer the POC. This is consistent with
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The comparison with psych verbs and verbs of communication has shown that
the to-dative did not replace the OE dative nominal construction systematically,
but was adopted only where French provided a model for replication. This selectiv-
ity strongly suggests that contact with Anglo-French played an essential role, since
the fault lines in the distributional patterns of verb use match those of French.

In terms of the hypotheses considered in Section 5, we have seen an inter-
esting mixture of replication and accommodation in the adoption in ME of
French-origin loan verbs. Contact influence from French did not impose the POC
obligatorily with French loan verbs. The data showed only optional replication
of the construction with certain psych verbs and verbs of communication. The
usual outcome was that the argument structure possibilities of the French loan
verb eventually accommodated to English, and took the direct object like other
former dative-taking native verbs. But here the innovation was selective, applying
only when the French source verb took an indirect object.

The role of translations is sometimes considered to have been significant in
the spread of French-origin innovations. While it is true that certain texts that
are fairly closely translated from French show source language influence in vari-
ous respects,10 contact influence went beyond translation effects. The POC is also
found with native verbs in original compositions, as shown in:

(26) a. It mai nan him for buxum deme, Quen he to crist will noght quem. Cursor
(Vsp A.3) 26815. a1400(a1325))

‘None will take him for obedient when he will not please Christ’
b. He will that, ȝif it like to his fadir and to his moder, to be atte Herdyngton.

(Will in Bk.Lond.E. 221/15 (?c1418))
‘He wishes, if it pleases his father and mother, to be at H.’

Such examples make it likely that the POC gained currency through the argument
realisation uses exemplified by the numerous bilingual speakers in early 14th c.
England (Short 2009), in other forms of communication than translation from
French, and independently of translation practices.

A natural question to ask is why the POC innovation was so thoroughly suc-
cessful as an alternant to the double object construction, but not with the other verb
classes studied here, where take-up of the innovation was patchy and short-lived.
The notion that it arose with give-type verbs as a metaphorical extension of caused
motion, as proposed in frameworks such as Cognitive Grammar, is surely relevant
here, but is not conclusive on its own. It is certainly not difficult to understand how

French influence favouring the latter construction, as Anglo-French was present more in the
South than in the North of England (Rothwell 1983).
10. See Haeberli (2018) for a recent treatment of this topic.
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a motional representation of change of ownership would have favoured the devel-
opment of the POC with give-type verbs, once OE case inflections were not reli-
ably employed to signal the indirect object relation. But the very ease with which
this process can be envisaged poses the problem of why it did not happen earlier or
later, but rather just at the time of the strongest French influence on Middle Eng-
lish. Although the to-PP structure showed occasional signs of developing in later
OE, as noted by De Cuypere (2015), it did not become established until the 14th
c., long after the demise of the OE case system. The timing and selectivity of the
to-PP innovation strongly points to French influence acting as a catalyst to any such
process of cognitive reconceptualisation. Contact with French, especially via lexi-
cal loans, favoured the development of the POC along lines influenced by the argu-
ment structure of equivalent verb types in French.

Internal factors should not be ignored: a probable internal developmental
tendency towards analyticity also seen to some extent in other Germanic lan-
guages may have contributed to the spread of the to-dative to the possession-
transfer context. Internal and external accounts of language change should rarely
if ever be seen as complete rivals. Contact with another language can lend
momentum to an internally motivated process, and in this case the well-known
drift in the history of English towards analyticity might be seen as a factor. Even
so, it is clear from the verb profiles analysed here that no general drift took place
towards using a POC where the OE grammatical relationship had been synthetic,
involving the Dative, so a preference for analyticity should not be seen as hav-
ing played a decisive role. Similarly, while the POC could be considered to have
always been a latent possibility, as is suggested by very occasional OE uses in Eng-
lish translations from Latin, it was only thanks to intense contact with French that
the stimulus was provided for actualising it. If the rise of the POC was in a sense
‘waiting for the right moment to happen’, that time was the period of close contact
with French.

8. Conclusion

This chapter has explored a language-contact based explanation for the emer-
gence of the dative alternation in English. To be precise, it has pursued the
hypothesis that the prepositional pattern came about through French influence
on Middle English, and thus has argued against accounts ascribing this change to
language-internal causes such as the loss of case marking. Drawing on data from
dictionaries of earlier English and Anglo-Norman French to establish verb pro-
files, it has been shown that prepositional marking of recipients in ditransitive
events (specifically communication) as well as of experiencer arguments of psych
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verbs was restricted to verbs with a French counterpart used in the same construc-
tion. By contrast, case assignment did not clearly influence the choice of pattern.
These results are taken to confirm that French constituted the primary source of
replication for the to-PP construction in Middle English.

Data sources

AND: An Anglo-Norman Dictionary. Second Edition. 2005. William Rothwell,
Stewart Gregory, and David Trotter (eds), with the assistance of Michael Beddow,
Virginie Derrien, Geert de Wilde, Lisa Jefferson and Andrew Rothwell. http://www.anglo
-norman.net/.

ASD: Bosworth, Joseph, and Thomas Toller. 1898. An Anglo-Saxon Dictionary. Oxford:
Clarendon Press.

MED: Middle English Dictionary. 1954–2001. Hans Kurath and Sherman Kuhn (eds). Ann
Arbor: Michigan UP.
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Ditransitive constructions
in the history of German
Factors influencing object alignment

Philipp Rauth

In modern Standard German, the base order of direct and indirect full
noun objects in the ‘Mittelfeld’ is considered to be IO>DO. Deviation from
this order is influenced by various linguistic factors such as prosody, com-
plexity, syntactic structure, animacy, definiteness, and information struc-
ture. Does this also hold for dialectal and historical varieties of German? In
order to answer this question, I present results of a comprehensive
diachronic corpus study (8th–20th century) on the significance of these fac-
tors, which in sum involved about 2,100 instances of ditransitives. My data
shows that, at least since the 11th century, information structure has been
the most important and stable factor for the inversion of the base order: A
given or more salient DO significantly increases the likelihood for DO>IO.
However, IO>DO remains the predominant order throughout the history of
German.

Keywords: ditransitives, German, direct and indirect object, object order,
dative, diachronic corpus study, German dialects, case morphology,
information structure

1. Introduction

Many Romance languages, like French, Spanish or Italian, have lost case distinc-
tions with full nouns. Coincidently, the alignment (i.e. linear order) of direct
objects (henceforth DO) and prepositional indirect objects (IOPP) is invariable.
A similar observation holds for many standardised Germanic languages: English,
Dutch and Continental Scandinavian languages, for instance, do not preserve any
full noun case morphology, while the alignment of the non-prepositional indi-
rect object (IODP) and the DO is fixed. Yet, in contrast to Romance languages, the
alignment can be inverted for certain verbs by adding a preposition to the indirect
object. Linguists debate whether this ‘dative shift’ is about the same or two differ-
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ent underlying constructions (see Bruening 2010, 2018; Ormazabal and Romero
2010). A further point of discussion is whether there is a correlation between a
language showing distinctive case morphology, and a language allowing for inver-
sion of the alignment of two adjacent objects, i.e. objects that are not separated by
a verbal form.

A closer look into the Germanic language family reveals that this generali-
sation holds neither for Icelandic nor for Afrikaans. Icelandic preserved a dis-
tinct case morphology, but only some verbs of transfer (e.g. gefa ‘to give’, sýna
‘to show’) allow for inversion of object alignment (see Collins and Thráinsson
1996: 415–416). In inflectionless Afrikaans, the IOPP can appear both before and
after the DO (see Donaldson 1993:386–387; also e.g. Zehentner, this volume, and
Ingham, this volume, on object order in earlier English, as well as Gerwin and
Röthlisberger, this volume, on order variation in Present Day English dialects).

As for Modern Standard German, there is an unmarked order IODP>DO.
However, deviation from this unmarked order is controlled by a range of linguistic
factors, such as animacy, definiteness, complexity of the constituent, contrastive
focus, or information structure (see Behaghel 1932; Lenerz 1977; Höhle 1982;
Zifonun et al. 1997; Primus 1998). Since Standard German distinguishes at least
three different morphological cases for full nouns, this observation also seems to
be in line with the correlation of case distinction and variability of object align-
ment. Certain modern German dialects differ from Standard German with respect
to case distinction, however, which could have an impact on the object alignment
possibilities in these varieties. Up to the 17th century, all dialects of German are
assumed to still distinguish the same number of formal cases as Standard German.
In contradiction to this assumption, Speyer (2011, 2013) observes that in Early New
High German (ENHG) and Middle High German (MHG), the style of speech
seems to have an influence: Texts that are meant to be close to oral patterns are
characterised by a very low degree of variability. As for Old High German (OHG),
he even observes that the only possible alignment is unmarked IODP>DO.

In order to get a coherent picture of the dialectal variation and the diachronic
development, this chapter presents a corpus study on the following questions: (1)
Has there always been variability of object alignment in ditransitive constructions
in the history of German? (2) If yes, which linguistic factors trigger deviation from
the canonical order IO>DO and have these factors changed in the course of time?

The chapter is structured as follows: In Section 2, I address some method-
ological aspects of my corpus study. The different strategies of dialectal case mark-
ing are introduced in Section 3. Section 4 presents the results of the diachronic
corpus study concerning the degree of and the factors influencing variability of
object alignment. Finally, Section 5 summarises the main aims and results of the
study, and concludes the chapter.
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2. Corpus study

2.1 Compilation of the text corpus

To conduct research on a rather infrequent syntactic phenomenon, a text corpus
of a certain quality and quantity is required. As for quality, in order to avoid that
the observed syntax is influenced by rhyme scheme, only prose texts should be
included. Moreover, since the study focuses on dialectal varieties of German, the
language of the texts must contain as many dialectal features as possible. That is to
say, the style of speech should be close to spoken language and the author should
preferably tell stories about events from the region they grew up in. As for quan-
tity, the corpora used should be of sufficient size to provide enough instances of
ditransitive constructions.

The history of High German is divided into four periods: Old High German
(OHG, 750–1050), Middle High German (MHG, 1050–1350), Early New High
German (ENHG, 1350–1650) and New High German (NHG, 1650–1950). Low
German is divided differently: Old Saxon (OS, 700–1100), Middle Low German
(MLG, 1100–1600) and New Low German (NLG, 1600–1950). In order to get
comparable time periods of High and Low German, I split MLG into an earlier
part (1150–1350), corresponding to MHG, and a later part (1350–1600), corre-
sponding to ENHG.

Regarding the most recent period of dialectal German, I collected a total of
57 dialectal novels and theatre scripts mostly written in the 19th century. Con-
cerning ENHG and late MLG, there are digitalised corpora such as the ‘Bonner
Frühneuhochdeutschkorpus’.1 Unfortunately, only 30 standardised pages of each
text have been included. Speyer (2011, 2013), who used the corpus for his study
on ENHG ditransitives, did not find a satisfying number of attestations.2 Other
projects that compile text corpora for ENHG and late MLG (as well as for earlier
periods of German) have not yet been completed. For this reason, I used Grimm’s
(1840–1869) collection of transcripts of oral legal traditions, which is available in
a digitalised version. The style of speech of these so-called ‘Weistümer’ (‘instruc-
tions’) is very close to spoken language, and, in most cases, place and date of
the transcript are indicated by the authors or have been ascertained by Grimm.
Although the collection covers both High and Low German dialects, some Low
German regions needed to be complemented by collections of local charters,

1. <https://korpora.zim.uni-duisburg-essen.de/Fnhd/>
2. Speyer (2011) only searched for canonical ditransitive verbs using the search tool of the
corpus website. He did not include non-canonical constructions such as, for instance, mono-
transitive verbs with bene-/malefactive datives.
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which, of course, represent a more formal style of speech. Since legal proceedings
usually deal with the transfer of a penalty from an injuring person to an injured
one, the ‘Weistümer’ may be expected to contain a high frequency of ditransitive
attestations. Nevertheless, two larger narrative ENHG and late MLG texts have
been included in the corpus as well (Jörg Wickram’s ‘Rollwagenbüchlein’, and
Hermann Bote’s ‘Schichtbuch’).

The earlier we go back in the history of German, the less likely we are to find
a sufficient number of appropriate texts of the right size. The MHG and early
MLG period are represented by the genuine legislative texts ‘Sachsenspiegel’ and
‘Mühlhäuser Reichrechtsbuch’ as well as by the ‘Prose Lancelot’ and ‘Sächsische
Weltchronik’, which are the largest narrative texts of this period and (more or
less) free translations of Old French or Latin originals. In OHG and OS, there are
no original German prose texts of a sufficient size. I therefore carefully analysed
the OHG translation of Tatian’s Gospel harmony and the alliterated OS ‘Heliand’.
Only instances that (with respect to Tatian) diverged from the Latin original, or
instances where (with respect to ‘Heliand’) the stave rhyme does not necessarily
have an influence on the object alignment have been included. Table 1 lists the
absolute numbers of ditransitives that my text corpus provides for the historical
periods of German.

Table 1. Absolute numbers of ditransitives found in the corpus

Period Texts / text types Ditransitive
instances

NHG, NLG (17–20c.) 57 narrative texts  812

ENHG, late MLG (14–17c.) Collection of rural legislative texts (‘Weistümer’),
2 narrative texts (‘Rollwagenbüchlein’,
‘Schichtbuch’)

 835

MHG, early MLG (11–14c.) 2 legislative texts (‘Sachsenspiegel‘, ‘Mühlhäuser
Reichrechtsbuch’), 2 narrative texts (‘Prose
Lancelot’, ‘Sächsische Weltchronik’)

 379

OHG, OS (8–11c.) 2 (non-original) narrative texts (‘Tatian’,
‘Heliand’)

  62

All periods 2,088
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2.2 Classification of attested ditransitives

In Modern Standard German, there is a wide range of constructions that can
be considered as ditransitive. On the syntactic surface, they all contain an IO in
dative case and a DO in accusative case. However, the verb does not always gov-
ern both of the objects, i.e. in some cases the IO is presumed to be an adjunct. The
different constructions qualify for an analysis of object alignment as long as they
allow for deviation from the canonical order IO>DO. In the remainder of this sec-
tion, I will briefly summarise the findings of an earlier publication concerning this
issue (see Rauth 2016a for further references).

The following types of constructions allow for the inversion of object align-
ment and therefore qualify for the analysis:

(1) Ditransitive verb (expressing specific or abstract transfer):
Ich
I

gebe
give

/
/

zeige
show

meinem
my.dat

Freund
friend

das
the.acc

Geld.
money

‘I give/show my friend the money.’

(2) Mono-transitive verb + benefactive/malefactive dative:
Ich
I

öffne
open

meinem
my.dat

Freund
friend

die
the.acc

Tür.
door

‘I open the door for my friend.’

(3) Causative verb + resultative adjective + benefactive/malefactive dative:
Ich
I

mache
make

meinem
my.dat

Freund
friend

die
the.acc

Vase
vase

kaputt.
broken

‘I break my friend’s vase.’

(4) Verb of placing + directional adverbial + possessive dative:
Ich
I

lege
lay

meinem
my.dat

Freund
friend

das
the.acc

Geld
money

in
in

die
the

Hand.
hand

‘I put the money in my friend’s hand.’

(5) Ditransitive light verb construction:
Ich
I

gebe
give

meinem
my.dat

Freund
friend

eine
a.acc

/
/

die
the.acc

Antwort.
answer

‘I give my friend an answer.’

(6) Ditransitive adjectives:
Ich
I

bin
am

meinem
my.dat

Freund
friend

das
the.acc

Geld
money

schuldig.
due

‘I owe my friend the money.’
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Canonical ditransitive verbs like (1) expressing specific or abstract transfer repre-
sent the majority of the attested ditransitive constructions in my corpus: 46.3% in
NHG and NLG, 63.4% in ENHG and late MLG, 65.7% in MHG and early MLG,
and 51.6% in OHG and OS.

Furthermore, many mono-transitive verbs govern an obligatory DO and can
be accompanied by an optional benefactive/malefactive dative (or ‘freier Dativ’,
i.e. ‘free dative’), which is not contained in the valency of the verb, as in (2). In
addition to the DO, the mono-transitive verb can govern other obligatory com-
plements, such as resultative adjectives (3), or directional adverbials (4). In cases
where the DO or the directional adverbial refers to a body part of the animate
recipient, as in (4), a possessive dative is obligatory. The object alignment of such
constructions with a benefactive or possessive dative is variable as well and, at
least in NHG and NLG, it does not differ significantly from the degree of vari-
ability of canonical ditransitives. This group of ditransitives occurs frequently,
too, and should therefore not be omitted in the analysis of object alignment: they
account for 23.7% of the cases in NHG and NLG, 19.4% in ENHG and late MLG,
16.9% in MHG and early MLG, and 22.6% in OHG and OS.

Ditransitive light verb constructions as in (5) could be mistaken for canonical
ditransitives, but on a closer look, the verb has lost its full lexical meaning and
needs the DO in order to form the predicate. Thus, the DO cannot be considered
to be governed by the verb, but rather is a lexical part of the predicate, with
the verb only contributing grammatical features to the predicate (such as person,
number and tense). Data from the NHG and NLG period actually do not show
any variability in object alignment of light verb constructions – even if the DO
has a definite article, which in general would allow for inversion of the alignment.
Nevertheless, in earlier periods of German we can find variable alignment in these
constructions, which is why I kept them in the analysis. Light verb constructions
also appear quite frequently in the corpus: they account for 19.3% of the ditransi-
tive instances in NHG and NLG, 10.9% in ENHG and late MLG, 16.4% in MHG
and early MLG, and 25.8% in OHG and OS.

The last construction that qualifies for the analysis does not contain a govern-
ing verb. In fact, it is a complex predicate consisting of a copula verb and a ditran-
sitive adjective that requires both an IO and a DO (6). In modern German, at least
to my knowledge, schuldig ‘due’ is the only adjective that combines with two DP
complements.3 The alignment must be considered as variable: even though the

3. A reviewer proposed wert ‘worth’ as another potential candidate for a ditransitive adjective.
I do not consider wert being ditransitive since the dative can easily be omitted without being
previously mentioned, which suggests that the dative is an adjunct. Furthermore, this adjective
does not denote an act of transfer. In any case, wert is not attested in the corpus as the head of a
ditransitive construction and will therefore not be considered in this study.
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NHG/NLG period only contains two instances of ditransitive adjectives aligning
IO>DO, the corpus provides two additional instances of the same kind in ENHG
and late MLG, the object alignment of which is variable. In all, they represent
0.2% of the ditransitive instances in NHG and NLG, and 5.9% in ENHG and late
MLG, but they do not appear in the corpus before the 14th century.

Two types of constructions do not really allow for variable object alignment,
because inversion of the objects would either yield a highly marked or ungram-
matical utterance, or break up an idiomatic reading. For this reason, they have
been excluded from the corpus study:

(7) Ditransitive verb (expressing a relation of abstract spatial alignment or corre-
spondence of objects):
Ich
I

setze
put

meinen
my.acc

Freund
friend

einer
a.dat

Gefahr
danger

aus.
out

‘I expose my friend to a danger.’

(8) Ditransitive idiom:
Ich
I

gebe
give

meinem
my.dat

Freund
friend

einen
a.acc

Korb.
basket

‘I turn my friend down.’

Ditransitive verbs like (7) do not express transfer of the DO into the possession
of the IO, but put both objects in a relation of abstract spatial alignment or cor-
respondence (see Zifonun et al. 1997: 1521). Since this group is hardly attested in
the corpus (0.4% in NHG/NLG, no appearance before the 17th century), and, in
most cases, alternation of object positions results in ungrammaticality, these kinds
of ditransitives are excluded.

If the IO in (8) was literally handed a basket, the construction type would be a
ditransitive verb of transfer like in (1) and the alignment would be variable. How-
ever, since the idiomatic reading ‘turn somebody down’ is intended, the alignment
of the objects becomes invariable. DO>IO variants of idioms are not attested in
the corpus, which is why idioms have been excluded as well (they accounted for
10% of all ditransitive instances in NHG and NLG, 0.2% in ENHG and late MLG,
1.1% in MHG and early MLG, and are unattested in OHG and OS).
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3. Dialectal case systems

Modern Standard German case inflection is basically carried out by the definite or
indefinite determiner. There is some case marking left on the noun in the genitive
and dative cases, but this can be seen as a remnant of a former highly elaborated
case marking system, which has been completely transferred to the determin-
ers. Only masculine determiners in the singular still distinguish all four cases, i.e.
nominative, genitive, dative and accusative, whereas neuter and plural determin-
ers have lost the distinction between nominative and accusative case. Feminine
determiners have two different case markers left for nominative/accusative and
dative/genitive, respectively. Table 2 illustrates this case system using the example
of the definite article der/die/das ‘the.masc/fem/neut’:

Table 2. Case marking of the definite article in modern standard German

Case Masculine Neuter Plural Feminine

Nominative d-er d-as d-ie d-ie

Accusative d-en d-as d-ie d-ie

Dative d-em d-em d-en d-er

Genitive d-es d-es d-er d-er

The Standard German system also holds for all stages of (dialectal) German up
to the 17th century. Thus, if we assume a correlation between degree of case dis-
tinction and variability of object alignment, we do not expect major changes in
variability before the 17th century.

Modern German dialects (17th–20th c.), by contrast, can be divided into four
different systems of case marking of the determiner (see Shrier 1965; Rowley
2004; Rauth 2016b). Figure 1 illustrates the geographic distribution.

System 1: Masculine determiners: 3 distinct cases (N/A/D); feminine, neuter and
plural determiners: 2 distinct cases (N-A/D)4

System 2: All determiners: 2 distinct cases (N-A/D)
System 3: Masculine determiners: 2 distinct cases (N/A-D); feminine, neuter and
plural determiners: 2 distinct cases (N-A/D)
System 4: All determiners: total loss of case distinction (N-A-D)

4. The Letters N, A and D stand for nominative, accusative and dative case. The forward slash
‘/’ between them signifies distinction of the two, whereas the hyphen ‘-’ stands for formal syn-
cretism.
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Figure 1. Systems of case distinction in modern German dialects (see Shrier 1965)

Except for some High Alemannic regions, the genitive has been completely lost as
a productive case marker, and most of its functions have to be paraphrased by a
prepositional or dative construction.

Since this corpus study deals with the alignment of IO and DO, I will focus
on the distinction between dative and accusative case in the different case system
areas. Irrespective of gender and number, systems 1 and 2, which represent the
western parts of Upper and Central German dialects, feature distinct forms of
determiners for dative and accusative case, as shown in Table 3.

Table 3. Dative and accusative forms of the definite article in systems 1 and 2

Case Masculine Feminine Neuter Plural

Dative d-em d-er d-em d-en

Accusative d-er/d-en d-ie d-as d-ie
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System 3 covers the eastern parts of Upper and Central German and slightly
extends into Low German. While feminine, neuter and plural determiners still
distinguish between dative and accusative in this system, the forms of the mascu-
line determiner have collapsed: Table 4 shows that the forms of the definite article
dem ‘the.dat’ and den ‘the.acc’ have merged into the syncretic form den ‘the.dat/
acc’.

Table 4. Dative and accusative forms of the definite article in system 3

Case Masculine Feminine Neuter Plural

Dative d-en d-er d-en d-en

Accusative d-en d-ie d-as d-ie

As long as at least one of the objects is non-masculine, there is no difference
between systems 1/2 and 3 with respect to the formal distinction of dative and
accusative. If, in system 3, both IO and DO are masculine, the hearer has to rely
on the context in order to correctly interpret the utterance. IOs usually are ani-
mate and DOs inanimate (see Section 4.2.2.6, Table 16), which is why there is in
fact no need for a formal case distinction. Thus, only in the rare event of both an
animate masculine IO and an animate masculine DO can there be an ambiguous
reading of the utterance.

(9) Upper Saxonian (Erzgebirge, system 3)
im
in.order.to

ne
a.dat/acc

Färschtern
forester

dann
the.dat/acc

gefaahrling
dangerous

Wilddieb (…)
poacher

ze
to

(Müller 1897:23)liefern
deliver
‘…in order to extradite the dangerous poacher to a forester.’

The Low German system 4, shown in Table 5, has lost the distinction between
dative and accusative and, disregarding gender and number marking, resembles
English and Dutch in this respect. However, it still differs from these languages
in the fact that it did not develop a prepositional dative construction where the
preposition has been subject to desemanticisation.

Table 5. Dative and accusative forms of the definite article in system 4

Case Masculine Feminine Neuter Plural

Dative d-e(n) d-(i)e d-at d-(i)e

Accusative d-e(n) d-(i)e d-at d-(i)e
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In system 4, in contrast to system 3, ditransitives are potentially ambiguous not
only if they contain an animate masculine DO as in (10), but also if there is an
animate feminine, neuter or plural one.

(10) Mecklenburgish-Western Pomeranian (Rostock, system 4)
Sie (…)
She

schickte
sent

äwer
but

Paulen
Paul.obl

doch
still

tau
to

Säkerheit
security

den
the.dat/acc

Ollen
old.one

nah
after

(Reuter 1868: 143)‘However, as a precaution, she sent Paul after his father.’

As it happens, in parts of the Upper German dialect area, an optional preposi-
tional IO has developed, but dialectologists still disagree about its function (see
Seiler 2003). For instance, even though there is a full formal distinction between
dative and accusative in modern Alemannic, in 41% of the attested ditransitives
the IO is marked by a redundant desemanticised preposition. In contrast to most
other Germanic or Romance languages, the prepositional IO can precede the
DO. Although IOs are not obligatorily marked by a preposition, and the object is
unambiguously marked by the dative case already, it can still be argued that the
redundant prepositional marking in Upper German helps to better identify the
object.

(11) High Alemannic (Lucerne, system 2)
wi’s
when-the

Tubebodevreneli
T.

i
IN

sim
its.dat

hübsche
beautiful

junge
young

Chilter (…)
lover

(Sutermeister 1882,II: 23)de
the.nom/acc

erst
first

Schmutz
kiss

gmacht
made

hed.
has

‘when T. gave her beautiful young lover the first kiss.’

In sum, reconsidering the hypothesised correlation between case distinction and
variability of object alignment in modern German, the expectation would be that
case system 4 would tend to have rather invariable alignment of IO and DO,
whereas systems 1–3 should not differ from each other in this respect.

4. Variability of object alignment in the history of German

4.1 Degree of variability

This section focuses on whether there are regional and diachronic differences
in the degree of object variability in ditransitive constructions. Overall, we can
observe that the degree of variability decreases over time.

In NHG and NLG (17th–20th c.), region seems to have an impact on the
frequency of marked DO>IO alignments: Compared to Central and Upper Ger-
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man dialects, Low German hardly ever makes use of the DO>IO order. Inter-
estingly, these regional differences correlate with the different strategies of case
distinction: the Low German system 4 is characterised by a complete loss of
case distinctions, and DO>IO alignment is present in just 2.3% of the attested
ditransitive instances. By contrast, an average of 9% of High German ditransitives
(case systems 1–3) have the DO>IO alignment. The difference in the degree of
variability between systems 1–3 and system 4 is statistically significant (χ2 = 10.9,
p <0.001), while systems 1–3 do not differ from each other significantly in this
respect (χ2 =1.4, p>0.05). Table 6 presents an overview of the observed instances
of both orders in the four dialect systems.

Table 6. Case systems and object alignment (17th–20th c.)

Case system IO>DO DO>IO Total

System 1 191 91.8% 17  8.2% 208

System 2 166 88.8% 21 11.2% 188

System 3 186 92.1% 16  7.9% 202

System 4 208 97.1%  5  2.3% 214

All systems 753 92.7% 59  7.3% 812

Moreover, the possibility of marking the IO by a redundant preposition in parts
of Upper German case system 2 correlates with a remarkably high degree of vari-
ability: In the Alemannic dialects of Strasbourg, Basel and Lucerne, about a third
(34.2%) of the attested ditransitive constructions containing a prepositional IO
make use of DO>IO alignment.

As the modern German case syncretisms did not occur before the 17th cen-
tury, they could not affect the variability of object alignment before then.
Nonetheless, as Speyer (2013) points out, the degree of variability could also be
influenced by text genre or, more precisely, by style of speech: texts that are
intended to be close to the spoken language show a rather low degree of vari-
ability, while object alignment is more variable in text types that are more distant
from oral patterns. Table 7 shows the ENHG and late MLG (14th–17th c.) results
for each text genre individually.

The lowest amount of DO>IO alignments (9%) can be found in Wickram’s
narrative text ‘Rollwagenbüchlein’. Compared to the other texts from this period,
it actually most closely resembles oral patterns (see the editor’s preface, Roll-
wagenbüchlein: VII), which would correspond to Speyer’s (2013) expectations.
Nevertheless, the difference to the other three texts (combined) with respect
to variability of alignment is not significant (χ2 = 1.9, p>0.05). The amount of
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Table 7. Text genres and object alignment (14th–17th c.)

Text IO>DO DO>IO Total

legal transcripts

‘Weistümer’ 467 85.1%  82 14.9% 549

Charters 127 82.5%  27 17.5% 154

narrative texts

‘Rollwagenbüchlein’  71 91.0%   7  9.0%  78

‘Schichtbuch’  45 83.3%   9 16.7%  54

All texts 710 85.0% 125 15.0% 835

DO>IO alignments in the High German ‘Rollwagenbüchlein’ (9%) as well as in
the Low German ‘Schichtbuch’ (16.7%) suggests that, in general, it is relatively
common to diverge from the unmarked order. The same holds for the Low Ger-
man parts of the ‘Weistümer’ (for the entire German speaking area: 14.9%; for the
Low German texts only: 16.1%) and the Low German charters (17.5%).

For MHG and early MLG (11th–14th c.), it is hard to find appropriate textual
sources of sufficient size. I decided to use the narrative High German ‘Prose
Lancelot’ and Low German ‘Sächsische Weltchronik’ texts, as well as the
‘Mühlhäuser Reichrechtsbuch’ and the ‘Sachsenspiegel’, representing the genre of
legal transcripts. The ‘Prose Lancelot’ is a free translation of an Old French orig-
inal. The ‘Sächsische Weltchronik’ traces back to two Latin annals, which in turn
were written by German speaking authors. In order to investigate the indepen-
dence of the German versions, I chose a sample of ditransitives from each text and
compared them to the putative original constructions. In the case of the ‘Prose
Lancelot’, none of the German ditransitives literally copied the original versions.
For instance, in (12a), the Old French DO is a pronoun and precedes the finite
verb and the IO is prepositional. The German translation features full nouns and
both objects are in an adjacent position (12b):

(12) a. (Hennings 2001:74)et
and

li
the

maistres
master

prant
takes

la
the

boiste
box

et
and

la
it

baille
hands

a
to

Gal
G.

‘And the master takes the box and hands it to G.’5

b. (Prose Lancelot: 72)Da
Then

gab
gave

er
he

Galahut
G.

die
the.acc

buchs
box

‘Then he gave G. the box.’

5. The glosses and translations in (12) and (13) were done by the author.
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As for the ‘Sächsische Weltchronik’, the German author literally copied the Latin
original only in cases of direct speech, which could easily be excluded from the
corpus. Apart from that, the original structure of the sentence or the alignment of
objects is consistently changed, e.g. in (13):

(13) a. quod (…)
that

regem
king.acc

Heinricum (…)
Henry.acc

imperiali
imperial.abl

benedictione
benediction.abl

sublimasset
had.heightened

insuper
in.addition

privilegio
privilege.abl

sacrilego
profane.abl

condonasset
had.donated

(Ekkehard:246)‘that he had heightened king Henry by the imperial hon-
our and had donated a profane privilege.’

b. dat
that

he
he

de
the.acc

hantveste
charter

deme
the.dat

keisere
emperor

hadde
had

gegeven
given

(Sächsische Weltchronik: 189)‘that he had given the charter to the
emperor’

Table 8. Text genres and object alignment (11th–14th c.)

Text IO>DO DO>IO Total

legal transcripts

‘M. Reichrechtsbuch’  20 76.9%  6 23.1%  26

‘Sachsenspiegel’  27 77.1%  8 22.9%  35

narrative texts

‘Prose Lancelot’ 165 85.9% 27 14.1% 192

‘Sächs. Weltchronik’  80 63.5% 46 36.5% 126

All texts 292 77.0% 87 23.0% 379

With regard to the variability of object alignment, the ‘Prose Lancelot’ shows 14.1%
DO>IO alignments, while the ‘Sächsische Weltchronik’ makes use of this inverted
alignment in more than one third of all instances (36.5%) – see the overview in
Table 8. The significantly large difference between both texts (χ2 =20.4, p< 0.001)
could either be caused by their different distance to oral patterns,6 or be due to the

6. According to Speyer (2013: 370), texts with more than 55% of independent clauses tend to be
close to oral patterns and have rather little variability of object alignment. A five-page sample
of the Weltchronik revealed 62.6% of independent clauses, Speyer’s sample of Prose Lancelot
47%. Thus, although Weltchronik qualifies as being closer to oral patterns than Prose Lancelot,
Weltchronik’s object alignment is far more variable.
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putative influence of the free Latin syntax (Weltchronik) versus the more restricted
Old French syntax (Prose Lancelot).7

In contrast, the ‘Mühlhäuser Reichrechtsbuch’ and the ‘Sachsenspiegel’ are
original High and Low German texts, respectively. Even if the low number of 61
instances of ditransitives found in these sources cannot be a fully reliable basis for
analysing object alignment, the degree of variability attested in these MHG and
early MLG legal transcripts at least does not differ significantly from that attested
in texts of the same type from the period 1350–1650 (χ2 = 1.8, p>0.05).

OHG and OS (8th–11th century) sources are even less well-suited for
analysing infrequent syntactic phenomena such as object alignment in ditransi-
tive constructions. For OHG, I used the OHG interlinear translation of Tatian,
which is by far the largest OHG prose text, but which is strictly oriented towards
the original Latin syntax. For OS, there is only one large text, notably the
‘Heliand’, the syntax of which is subject to alliteration. Table 9 presents the results
for this period of German and, for the moment, deliberately ignores the highly
probable influence of either Latin or alliteration:

Table 9. Object alignment in Tatian and ‘Heliand’ (9th c.)

Text IO>DO DO>IO Total

Tatian  7 38.9% 11 61.1% 18

‘Heliand’ 25 56.8% 19 43.2% 44

All texts 32 51.6% 30 48.4% 62

The frequencies in Table 9 are a quantitatively poor basis for analysing object
alignment: The largest reasonably reliable sources only provide a total of 62
instances. As for ‘Heliand’, there does not seem to be a preference for a particular
alignment, so that neither of them can be considered the dominant or unmarked
variant, while the translation of Tatian even prefers DO>IO (61.1%) over IO>DO
(38.9%) alignment. In order to get a more authentic picture of the period in ques-
tion, we need to reduce the small number of ditransitives even more: With respect
to Tatian, we should focus on contrastive instances where the OHG translator
deviates from the original syntax, i.e. where he inverts the original alignment of

7. A reviewer suggests that the remarkably high amount of DO>IO alignments in the ‘Sächsis-
che Weltchronik’ could also be due to the fact that names newly introduced in the discourse are
exceptionally frequent in this text type. A brief comparison of the texts reveals that the amount
of new IOs denoting proper names indeed seems to be higher in the Weltchronik than in the
other texts of this period; a more robust empirical investigation of this particular question is,
however, outside the scope of the present paper.
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objects. This has become a common way to elicit genuine German syntax from
interlinear translations (cf. Fleischer 2006; Fleischer, Hinterhölzl, and Solf 2008;
Speyer 2011, 2016). Unfortunately, there are only two cases in the entire text of Tat-
ian where the alignment is changed compared to the original Latin text.

(14) a. (Tatian: 132,14)Da
Give

gloriam
glory.acc

deo
god.dat

|
|

Gib
Give

gote
god.dat

diurida
glory.acc

‘Give god glory.’
b. (Tatian: 115,2)dedit

gave
laudem
praise.acc

deo
god.dat

|
|

gab
gave

gote
god.dat

lob
praise.acc

‘He gave god praise.’

In addition, both instances can be classified as light verb constructions (see
Section 2), if this class of ditransitives can be assumed to have already existed in
OHG. In any case, both DOs refer to abstract concepts like ‘glory’ or ‘praise’, which
cannot literally be handed over to someone. Thus, the verb give does not denote
a physical act of transfer anymore. Furthermore, the light verb and its DO can
be paraphrased by the fully lexical OHG verbs tiuren ‘glorify’ and lobēn ‘praise’.
This construction type has never been characterised by a high degree of variabil-
ity of object alignment and tends to stick with the unmarked order IO>DO (see
Section 4.2, Table 11). We cannot formulate conclusions on the basis of just two
contrastive instances, needless to say. In the next sub-section, we will return to the
situation in OHG in the discussion of factors controlling object alignment.

As for the OS ‘Heliand’, in a second stage, only instances have been retained
where the inversion of both objects would not affect the rhyme scheme. In gen-
eral, the scheme works as follows: The alliterative verses consist of long-lines,
each divided into two half-lines. Each long-line has four stressed syllables that
can bear the alliterations (‘staves’). In the first half-line, both stressed syllables can
alliterate, while in the second half-line only the first syllable may contain a stave.
The inversion of object positions breaks up the rhyme scheme if both objects are
located in the same half-line (15), or, alternatively, if both objects are separated by
a line break. In turn, inversion does not affect the rhyme scheme if the objects are
located in different half-lines of a single long-line (16).

(15) a. that
[…]

uuérod an uuílleon | sagdun
they.said

uuáldande
ruler.dat

thánk
thank.acc

‘they thanked god’
b. (Heliand:3861)#that uuérod an uuílleon | sagdun thánk uuáldande

(16) a. that
that

mán
one

them
the.dat

mánnon
men.dat

| iro
their

míeda
wage.acc

forgúldi
payed

‘that someone payed the men their wage’
b. (Heliand:3423)that mán iro míeda | them mánnon forgúldi
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Table 10. Revised object alignment in Tatian and ‘Heliand’

Text IO>DO DO>IO Total

Tatian 2 100%  0   0%  2

‘Heliand’ 9 47.4% 10 52.6% 19

In total, I found 19 ditransitive instances where inversion would not affect the rhyme
scheme so that the pattern chosen cannot be solely due to rhyme pressure (see
Table 10 for an overview). Nine of these have IO>DO alignment, ten have DO>IO.8

The revised results for ‘Heliand’ in Table 10 show that there is still no empirical evi-
dence for referring to one of both alignments as the unmarked or base order.

4.2 Factors influencing object alignment

This section is dedicated to the different pragmatic, semantic and morphosyntac-
tic factors that are assumed to influence object alignment in ditransitive construc-
tions. I will first briefly sketch how these factors operate in Standard German and
then discuss their application to the dialectal and historical data from my corpus.
To a large extent, these are the same factors that drive the choice between the dou-
ble object and prepositional-dative patterns in languages like English and Dutch
(see e.g. the chapters by Röthlisberger, Gerwin and Röthlisberger, and Dubois in
the present volume).

4.2.1 Modern Standard German
Modern Standard German shows stylistically unmarked object alignment in
ditransitive constructions. This means that empirical evidence from this study as
well as from other corpus-based studies suggests that IO>DO is the most fre-
quent realisation of full noun object alignment.9 In addition to constituting the
dominant variant in terms of overall frequency distribution, IO>DO alignment
also seems less restricted regarding information-structure principles (see Höhle
1982: 91). For example, IO>DO can be used both for sequences of given, non-
focussed, accessible, unstressed IOs followed by new, focussed, non-accessible,
stressed DOs as well as combinations of new, focussed, non-accessible, stressed
IOs followed by given, non-focussed, accessible, unstressed DOs (17a), (18a).

8. See Rauth (2018) for a more detailed discussion.
9. Røreng’s (2011) corpus study on Standard German, for instance, includes 2,195 ditransitives,
and at least 1,851 (84.3%) of these align IO>DO. Unfortunately, in some texts she only extracted
DO>IO alignments, which is why the ‘real’ proportion of IO>DO alignments may probably be
even higher than 84.3%.
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While the former option is perfectly in line with cross-linguistic preferences
for given-before-new orders, among other tendencies (e.g. Behaghel 1932; also
Zehentner, this volume), the latter to some extent violates such principles and
should be dispreferred. As shown by Lenerz (1977: 42–45), DO>IO alignment by
contrast confirms to expectations, in that it only occurs if the IO is new and the
DO is given (17b) vs. (18b). This suggests that while DO>IO alignment is subject
to distributional restrictions, IO>DO can be used more flexibly, likely reflected in
its higher overall frequency.

(17) Whenever the Müller family was having dinner, the Müller’s neighbour Dieter
came by for a quick visit and…
a. [IO>DO]… erzählte

told
dem
the

Vater
fathergiv

die
the

neusten
latest

GeRÜCHte.
rumoursnew,foc

b. [DO>IO]??… erzählte
told

die
the

neusten
latest

GeRÜCHte
rumoursnew,foc

dem
the

Vater.
fathergiv

‘… told the father the latest rumours.’

(18) Dieter is known for spreading rumours. You really can’t tell him anything,
because when I told him something about Olaf…
a. [IO>DO]… erzählte

told
er
he

dem
the

BUSfahrer
bus.drivernew,foc

das
the

Gerücht.
rumourgiv

‘… he told the bus driver the rumour.’
b. [DO>IO]… erzählte

told
er
he

das
the

Gerücht
rumourgiv

dem
the

BUSfahrer.
bus.drivernew,foc

In other words, IO>DO can be assumed to constitute the stylistically unmarked
alignment pattern in Standard German. Speakers can deviate from this unmarked
order based on the information structural factor of givenness: first, if the DO
refers to a given entity and the IO is new information, DO>IO is a possible (but
not mandatory) alternative. Second, if both objects are either given or new infor-
mation, DO>IO alignments are also relatively common (see Lenerz 1977: 44).

Due to certain issues with a binary distinction of given vs. new information,
Prince (1981:233–237) proposes a threefold taxonomy of givenness distinguishing
between given (‘evoked’), new and inferable information. A discourse referent is
evoked if it either is present with respect to the immediate extra-linguistic context
(‘situationally evoked’), or has been mentioned before in the discourse (‘textually
evoked’). Likewise, she divides new information into two subtypes: ‘brand-new’
entities are newly created in the hearer’s discourse model. ‘Unused’ or ‘inactive’
constituents are known to the hearer from a former conversation, but need to be
reactivated in their discourse model. Furthermore, Prince introduces a third type
of discourse entities, which she calls ‘inferables’, where the hearer can derive their
identity from already evoked or from other inferable information by logical or
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plausible reasoning. Accordingly, givenness becomes a rather gradual and hierar-
chically structured phenomenon:

(19) situationally / textually evoked > inferable > inactive / brand-new

On the basis of this hierarchy, it is possible to distinguish between two objects
that, on a dichotomic classification, may have been analysed as both given or both
new. Still, if the objects both refer to either evoked or inferable entities, another
way of differentiating them is necessary. In this case, we can resort to considering
their distance to last mention, in that a referent with a relatively short distance
to its last mention can be considered as cognitively more “salient” (see Gipper
2016: 159). With respect to the alignment of IO and DO, the more salient object
referent then tends to precede the other (see Cowan 1995: 30).

Another information structural factor that strongly influences object align-
ment is contrastive focus. In general, focus is defined as indicating a set of alterna-
tives in the common ground content that are relevant for the interpretation of the
utterance (see Rooth 1985). The current object is then contrasted with an alterna-
tive from the common ground content (Krifka and Musan 2012:21; also Dik et al.
1981: 62–68). If one or each of the two objects are contrastively focused, they obtain
emphatic stress. In this case, other factors such as givenness or semantic and gram-
matical factors are neutralised; the order of the two objects appears to be free.

A semantic factor that cross-linguistically determines word order is animacy
(see also e.g. Dubois, Gerwin and Röthlisberger, or Röthlisberger, this volume).
The more the referent of a constituent resembles human beings, the more fre-
quently it tends to precede less human-like constituents in an utterance (see
Silverstein 1976). This corresponds to the notion of Thematic Hierarchy – those
roles capable of controlling, causing or possessing, namely animate Proto-Agents
and Proto-Recipients, tend to precede inanimate Proto-Patients which instead
are controlled, caused or possessed (see Dowty 1991; Primus 1998). Animacy has
two effects with regard to ditransitive constructions in German. First, as already
explained in Section 2.2, it divides ditransitives into two different types, denoting
(i) an act of transfer and (ii) an act of putting both objects in a relation of spa-
tial alignment or correspondence, respectively. I excluded type (ii) because it is
scarcely attested in the corpus. Second, even though in ditransitive constructions,
the standard combination is that of an animate IO and an inanimate DO, both
objects can also have the opposite value for animacy, as shown in the constructed
examples in (20).

(20) a. IO+animate, DO+animate
Kannst du meinem Bruder Susanne vorstellen?
‘Can you introduce Susanne to my brother?’
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b. IO–animate, DO–animate
Die Hitze entlockt dem Asphalt einen angenehmen Geruch.
‘The heat coaxes a pleasant smell out of the asphalt.’

c. IO–animate, DO+animate
?Sie drehte den gelähmten Patienten dem Fahrstuhl zu.
‘She turned the paralysed patient towards the elevator.’

In the present study, I will then address the question whether in the absence of
a difference in animacy, as e.g. in (20a)–(b), object alignment is more variable
than usual. The constellation in (20c), although conceivable as such, is attested
just once in my corpus, in the order DO+ani>IO–ani.

A further semantic factor which has been proposed to influence object align-
ment is definiteness. According to Lyons (1999:3–12), definiteness either indicates
that the hearer can unmistakably identify the object referent (‘identifiability’) or
that the object is referring “to the totality of the objects or mass in the context
which satisfy the description” (‘inclusiveness’). Reis (1987: 159–161) points out that
in German indefinite objects cannot precede definite ones. She tries to avoid the
putative correlation of focus and definiteness of the objects by focusing the verb.
Under this condition, the only marked or ungrammatical constellation is indefi-
nite > definite, as indicated by the awkwardness of (21c).

(21) a. Du
You

hast
have

dem
the

Jungen
boy

das/ein
the/a

Buch
book

geSTOHlen?
stolenfoc

b. Du
You

hast
have

einem
a

Jungen
boy

ein
a

Buch
book

geSTOHlen?
stolenfoc

c. ?Du
You

hast
have

einem
a

Jungen
boy

das
the

Buch
book

geSTOHlen?
stolenfoc

‘You stole the/a book from the/a boy?’

Markedness or even ungrammaticality is more clearly given with DOs consisting
of mass nouns or indefinite plural nouns, which do not carry an overt determiner
in Standard German. For instance, unless contrastive focus is involved, the utter-
ance in (22) is likely perceived as unusual:

(22) ??Ich
I

habe
have

Hunde
dogs

dem
the

Kind
child

gezeigt.
shown

‘I showed the child dogs.’

Finally, there is a morpho-syntactic factor to be mentioned: Behaghel’s (1909: 132)
famous ‘Gesetz der wachsenden Glieder’ (‘Law of increasing constituents’) says
that cross-linguistically, less complex constituents tend to precede more complex
ones. This can e.g. be observed in Germanic or Romance ditransitive construc-
tions containing a prepositional IO.
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(23) I explained [to my sister] [the back exercise I learned from my physiotherapist].

Prepositional IOs in these languages usually follow full noun DOs. However, as
seen in (23), cases where there is a considerable difference in formal complexity
present an exception to this constraint (see Primus 1998:442–443). Despite the
general absence of prepositional IOs in German, Behaghel’s law also holds for
object alignment in German ditransitive constructions.

After briefly having outlined the factors determining object alignment in
Modern Standard German, I will now examine their application to the dialectal
and historical varieties of German. Since the aforementioned factors do not oper-
ate in isolation, I conducted logistic regression analyses in order to determine the
most significant factors and interactions (see e.g. Dubois, Gerwin and Röthlis-
berger, or Röthlisberger, this volume, for comparable approaches). The following
section presents the results of said analyses, before zooming in on selected factors
in more detail.

4.2.2 Diachronic survey

4.2.2.1 Logistic regression analysis of factors
As a first step, I conducted logistic regression analyses of the factors influencing
the alignment of IO and DO. The dependent binary variable is here represented
by the different possible alignments of IO and DO. Logistic regression then esti-
mates the probability of either IO>DO or DO>IO on the basis of a set of indepen-
dent variables, viz. the fixed-effect factors discussed in the previous section which
can directly trigger the inversion of the unmarked order: (i) construction type,
(ii) givenness, (iii) salience, (iv) animacy, (v) definiteness, (vi) contrastive focus
and (vii) morphological complexity.10 The model includes a two-way interaction
term of all fixed effects. Further factors considered as having random effects were
(viii) case system, (ix) presence of a prepositional IO, (x) finiteness of the verb,
(xi) clause type11 and (xii) extraposition of both objects into the ‘Nachfeld’.12

10. To operationalise morphological complexity, I subtracted the number of words of the DO
from the number of words of the IO. This measure indicates the difference in complexity
between both objects (see Section 4.2.2.7).
11. For clause type, I distinguished between main clauses and two types of embedded clauses
(complement vs. adjunct clauses).
12. I performed the logistic regression analysis in the statistical computing environment ‘R’
(version 3.4.1) and used the packages ‘lme4’ (Bates et al. 2015) and ‘lmerTest’ (Kuznetsova et al.
2016). In order to successively remove the least significant variables (backward model selec-
tion), I compared the different models using Anova.
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Separate logistic regression analyses were carried out for the last three sub-
periods. The time period 750–1050 had to be left out due to sparseness of data. The
calculated values of the variables are to be interpreted in relation to the default of
each variable, i.e. the respective baselines (i) ditransitive verb, (ii) IOgiv DOnew,
(iii) IO+sal DO–sal , (iv) IO+ani DO–ani , (v) IO+def DO–def, (vi) IO–foc DO–foc,
(vii) no difference in complexity, (viii) case system N-A-D, (ix) non-prepositional
IO, (x) finite verb, (xi) main clause and (xii) no extraposition.

Table 11 presents the results of the regression model, with negative estimate
values (column ‘Est.’) indicating a higher likelihood of DO>IO over IO>DO
alignment. A first key observation that can be made then is that information struc-
ture (givenness) and salience (distance to last mention) have a highly significant
impact on the dependent variable in favour of DO>IO throughout time: across
all periods, the likelihood of DO>IO is significantly greater in the constellations
of IOnew, DOgiv and IO–sal, DO+sal.

By contrast to such stable, cross-period effects, however, we can also observe
differences between the time periods. In 1650–1950, definiteness is a very influ-
ential factor; the odds for DO>IO alignment are significantly greater if the IO is
indefinite, but the DO is definite (IO–def, DO+def). The same effect is seen with
combinations of two definite objects. This is not very surprising since in modern
German information structure and definiteness are closely related. New informa-
tion is mostly indicated by an indefinite determiner, while given information typ-
ically entails a definite determiner. Still, this seems to be a modern phenomenon
since definiteness has no significant impact in the period of 1350–1650, and in the
earliest data (1050–1350), the constellation IO–def, DO+def even shows the opposite
effect, viz. significantly increases the likelihood of the unmarked order IO>DO.

A further factor that only seems to hold for modern German dialects, but is
absent from earlier periods is case marking as well as prepositional marking. As
shown in Table 11, the case systems N/A-D and N-A/D, and prepositional IO-
marking have a significant effect on the probability of DO>IO. The reason for the
absence of such effects in medieval German is simply that the different case sys-
tems as well as the possibility of redundantly marked IOs were not present yet in
the older periods of German.

By contrast, two factors turn out to be historical phenomena: first, the com-
bination of two new objects significantly increases the odds for DO>IO in the
1050–1350 and 1350–1650 sub-periods, but not in the most recent sub-period. Sec-
ond, extraposition of both objects into the ‘Nachfeld’ similarly positively affects
DO>IO use in the earlier periods; in the most recent data, no impact can be
observed.

Other factors show inconclusive effects. For example, contrastive focus signif-
icantly impacts DO>IO use in all time periods, but there is no clear pattern. In
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Table 11. Logistic regression

Est. S.E. z p

1650–1950

(Intercept)  8.17 1.22  6.69 < 0.001 ***

IO–def, DO+def −5.18 1.14 −4.55 < 0.001 ***

IOnew, DOgiv −4.13 0.90 −4.58 < 0.001 ***

IO–sal, DO+sal −3.70 0.76 −4.84 < 0.001 ***

IO+def, DO+def −2.93 0.80 −3.64 < 0.001 ***

IO+sal,+foc, DO–sal,–foc −3.84 1.32 −2.92 < 0.01  **

IO+sal,–foc, DO–sal,+foc −3.17 1.11 −2.86 < 0.01  **

prepositional IO −2.15 0.84 −2.55 < 0.05  *

verb of placing −1.38 0.68 −2.02 < 0.05  *

case system N-A/D −1.40 0.70 −2.00 < 0.05  *

case system N/A-D −1.56 0.67 −2.32 < 0.05  *

1350–1650

(Intercept)  2.01 0.59  3.41 < 0.001 ***

IOnew, DOgiv −3.16 0.54 −5.85 < 0.001 ***

IO–sal, DO+sal −1.76 0.41 −4.33 < 0.001 ***

extraposition −1.45 0.34 −4.32 < 0.001 ***

IOnew, DOnew −1.00 0.38 −2.61 < 0.01  **

IO+foc, DO+foc −3.37 1.58 −2.13 < 0.05  *

1050–1350

(Intercept)  2.61 0.52  5.04 < 0.001 ***

IOnew, DOgiv −4.52 0.78 −5.81 < 0.001 ***

IO–sal, DO+sal −3.02 0.48 −6.32 < 0.001 ***

extraposition −2.60 0.90 −2.91 < 0.01  **

IOnew, DOnew −1.62 0.61 −2.66 < 0.01  **

adjunct clause  1.22 0.60  2.06 < 0.01  **

IO–foc complex, DO+foc −3.14 1.24 −2.53 < 0.05  *

IOmore complex −0.16 0.08 −1.97 < 0.05  *

IO–def, DO+def  2.24 1.01  2.22 < 0.05  *
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1650–1950, contrastive focus either on the IO or on the DO can block the influ-
ence of salience as discussed before. In the older periods, it is either both objects
under contrastive focus (IO+foc, DO+foc) or IO–foc/complex, DO+foc that trigger
DO>IO alignment. As for animacy, my data do not show a significantly higher
likelihood for DO>IO in atypical cases, viz. animate DO – inanimate IO com-
binations. Finally, a morphologically more complex IO only shows a significant
effect on DO>IO alignment in 1050–1350. The following sections provide some
more detail on selected individual factors which emerged as significant in the
logistic regression analyses.

4.2.2.2 Construction type
I begin the more detailed discussion of the results with the influence of the types
of syntactic construction which have been discussed in Section 2.2. Table 12 lists
the total number of occurrences for each construction type for each time period
as well as the proportion of DO>IO alignments. In modern German dialects,
alignment is significantly most variable in constructions with verbs of placing,
with DO>IO alignment accounting for 15% of all instances (compared to all other
constructions: χ2 =4.7, p <0.05). By contrast, in the earlier periods 1050–1350 and
1350–1650 the significantly largest proportion of DO>IO is found in patterns with
a ditransitive verb (χ2 = 22.0, p <0.001; χ2 = 21.1, p <0.001). In the earliest period of
German, the even distribution suggests that there is no unmarked order – neither
for ditransitive verbs nor for benefactive IOs.

Table 12. Construction types and variability of object alignment

1650–1950 1350–1650 1050–1350 750–1050

DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total

ditransitive  9.8 420 19.4 531 30.1 249 54.5 11

benefactive  5.8 155 11.3 150 14.0  50 50.0  8

placing 15.0  60 0    12 10.0  10 – –

light verb 0   175 0    91  4.8  62 0    2

adjective 0     2 10.2  49 – – – –

total 7.3 812 15.0 835 23.0 379 47.6 21

Ditransitive constructions in the history of German 103



4.2.2.3 Givenness and salience
Let us now take a closer look at the influence of the related factors givenness and
salience. The values in bold for IOgiv/inf, DOnew and IOnew, DOgiv/inf in Table 13
show that, across periods, there is a clear tendency to put given or inferable ref-
erents before new ones. With combinations of IOgiv/inf, DOnew, the occurrence
of marked alignments (viz. DO>IO) has to be considered marginal. By contrast,
with IOnew, DOgiv/inf variability is significantly higher (χ2 =159.0, p <0.001), with
DO>IO even constituting the majority of attestations in some periods (between
50 to almost 75%). Nevertheless, IOnew>DOgiv/inf appears to remain a possible
option here, which is in line with Lenerz’s (1977) observation that IO>DO is
less restricted than DO>IO. Prince’s (1981) gradual classification of givenness
also seems to be valid: across periods, instances with two given (evoked) objects
(IOgiv, DOgiv) show a significantly larger degree of variability than instances with
IOgiv, DOinf (χ2 =21.0, p <0.001). While these distributions are relatively stable,
we can observe a diachronic change with respect to the degree of variability in
instances with two new objects: in 1050–1350 and 1350–1650, the degree of vari-
ability with this pattern does not significantly differ from the average rate (χ2 = 2.3,
p> 0.05), but in NHG and NLG dialects (1650–1950), DOnew > IOnew alignment
seems to be almost excluded (merely 0.7% of DO>IO; χ2 = 17.8, p< 0.001).

Table 13. Givenness and variability of object alignment

1650–1950 1350–1650 1050–1350 750–1050

DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total

IOgiv, DOgiv 20.0 145 22.8 206 33.6 116 70.0 10

IOgiv, DOinf  4.7 129 13.2  68 19.2  52 25.0  4

IOgiv, DOnew  1.0 302  5.9 353  5.2 116 33.3  6

IOinf, DOgiv 14.3   7 40.0  10 50.0   2 – –

IOinf, DOinf 25.0   8 10.0  10 100   1 – –

IOinf, DOnew  0  34 10.3  29  0   6 – –

IOnew, DOgiv 50.0  18 61.9  21 73.3  15 – –

IOnew, DOinf 47.1  17 50.0  10 75.0   8 – –

IOnew, DOnew  0.7 152 17.2 128 20.6 63 0    1

total  7.3 812 15.0 835 23.0 379 47.6 21
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The earliest period of OHG and OS (750–1050), which has so far been left out
of the discussion, needs more detailed attention in this regard.13 Although the
numbers of attested instances are small, this period seems to differ from the more
recent ones with respect to the factor of givenness: If both IO and DO are given,
DO>IO alignment is slightly favoured over IO>DO. In addition, the combination
of a given IO and a new DO does not lead to a rigid IO>DO alignment as has
been observed for the three later sub-periods, but the level of variability is rela-
tively high (33.3% DO>IO). These findings are in line with Speyer (2016: 154–155),
who states that in OS object alignment had to be free in order to allow the poet to
adjust it to the requirements of alliteration. Givenness then cannot be considered
a decisive factor in OS object alignment.

As for OHG, there is too little independent evidence in Tatian to make general
statements about the entire period. Speyer (2011, 2015, 2016), who also looked at
other OHG texts, namely the translations from Latin of Notker Labeo, several
smaller original texts, smaller translated texts and Otfrid’s metrical Gospel har-
mony, features a more elaborate discussion of this question. He finds that with
regard to translations, the vast majority of instances where the writer diverges from
Latin syntax results in IO>DO for OHG, while DO>IO alignments are barely
attested (Speyer 2015: 105). Otfrid also provides just a few DO>IO alignments, but
these are exclusively instances of the light verb construction Antwort geben ‘to
give answer to s.o.’. Speyer (2016: 147, 150) then concludes that this could be due to
idiomatic features of this particular construction, while OHG object alignment in
general obeys the Thematic Hierarchy and as such is fixed to IO>DO.

A closer look at the instances in (14) in Section 4.1 adds further insights to this
argument. In these instances, the translator of Tatian changes two light verb con-
structions from Latin DO>IO to OHG IO>DO. However, there are also instances
of light verb patterns in Tatian where the author copied the Latin object alignment
without any changes (ther … gabi guollichi gote ‘who would give glory to god’, Tat-
ian 111,3). This may suggest that DO>IO was not ungrammatical in OHG and that
alignment was generally variable with light verbs. The changes may have been due
to carelessness in the (otherwise) literal translation: since both alignments were
equally possible, the writer may simply not have noticed the mistake.

Finally, with regard to the DO>IO alignments in Otfrid’s metrical text, Speyer’s
(2016: 154–155) statement on OS applies to OHG as well, i.e. object alignment had
to be free so that Otfrid could adjust it to the requirements of the rhyme scheme.

To conclude, I assume that OHG object alignment was free – even if we lack
sufficient empirical evidence. At the same time, other Germanic languages such as

13. Due to sparse data in this time period, running χ2-tests in order to check for significant dif-
ferences does not yield reliable results.
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OS (see the results in Table 13) or Old English (see Allen 1995:48) also display free
alignment of full noun objects and seem to continue the Proto-Indo-European
freedom of alignment, which, for instance, is represented by Latin. It would be
very unlikely that in OHG freedom of object alignment was temporarily lost and
then retrieved again in the MHG period.

Table 14 presents detailed results on salience, viz. distance to last mention,
when both objects are evoked or inferable from the context. First, the bottom line
of Table 14, which gives the raw and proportional numbers of the total of instances
where both objects are given and no new referent is introduced to the discourse,
reiterates that object alignment is comparatively variable in such cases (signifi-
cantly more variable than in the entire dataset, combining given and new objects,
cf. the bottom line of Table 13; χ2 = 43.1, p <0.001). Still, the degree of variability
increases significantly if the DO is more salient (i.e., has a shorter distance to its
last mention) than the IO (χ2 =96.1, p< 0.001). Even though this effect is not as
striking in 750–1050, it is still notable that all five instances of IO–sal, DO+sal put
the DO in front of the IO in this period. In sum, the data suggest that the most
variable object alignment in the history of German can be found in the informa-
tion structural constellations IOnew, DOgiv/inf and IOgiv/inf,–sal, DOgiv/inf,+sal.

Table 14. Salience and variability of object alignment

1650–1950 1350–1650 1050–1350 750–1050

DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total

IO+sal, DO–sal  4.0 175  9.4 138  9.8 102 33.3  9

IO+sal, DO+sal 22.2  18 14.3   7 0     2 – –

IO–sal, DO+sal 28.1  96 31.5 149 61.2  67 100  5

IO–sal, DO–sal – – – – – – – –

total 13.1 289 20.7 294 29.8 171 57.1 14

4.2.2.4 Definiteness
We can observe from Table 15 that from 1350 to 1950, a difference in definiteness
triggers an order in which the definite object precedes the indefinite one. In
1650–1950, an indefinite DO almost never precedes a definite IO, but this was
significantly less restrictive in older German (as compared to IO+def, DO–def in
1050–1650; χ2 =37.3, p< 0.001). In turn, if the DO is definite, the odds are signif-
icantly higher for DO>IO from 1350 to 1950 (χ2 =29.9, p< 0.001). By contrast, a
difference in definiteness does not play a crucial role in 1050–1350: Here, it is
the combination of two definite objects that causes the DO>IO order to be more
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likely, while the other distributions of definiteness do not differ in this respect
(χ2<0.001, p>0.05). In OHG and OS (750–1050), the data do not reveal any clear
pattern with respect to definiteness.

Table 15. Definiteness and variability of object alignment

1650–1950 1350–1650 1050–1350 750–1050

DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total

IO+def, DO–def  0.6 350 11.1 415 13.8 130 50.0  4

IO+def, DO+def 11.8 398 19.7 325 29.6 216 46.2 13

IO–def, DO+def 25.7  35 39.4  33 14.3  14 100  1

IO–def, DO–def  3.4  29  3.2  62 15.8  19 33.3  3

total  7.3 812 15.0 835 23.0 379 47.6 21

4.2.2.5 Contrastive focus
In Modern Standard German, contrastive focus is assumed to outweigh all other
factors influencing object alignment (see Lenerz 1977:44). In the history of Ger-
man, this factor does not show a clear pattern regarding the matter: on the one
hand, Table 16 reveals that only about one-tenth of all attestations are affected by
contrastive focus.14 On the other hand, in 1650–1950, no matter whether only one
or both of the objects are focused, variability is about twice as large as the over-
all average of 7.3% (χ2 =7.8, p <0.01). Then again, in 1350–1650 variability is sig-
nificantly greater when both objects bear contrastive focus (χ2 =11.9, p< 0.001). In
1050–1350, combinations with a focused DO do not seem to result in a higher pro-
portion of DO>IO alignment (χ2 = 1.0, p>0.05). As the regression model reported
on above has shown, contrastive focus furthermore appears to interact with
salience in 1650–1950: contrastive focus can disable the tendency that more salient
objects precede less salient ones. There are eleven instances of DO–sal>IO+sal in
this period and five of them can be explained by the presence of contrastive focus.

14. 85 of 812 instances in 1650–1950 (10.5%), 82 of 835 instances in 1350–1650 (9.8%), and 31 of
379 instances in 1050–1350 (8.2%).
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Table 16. Contrastive focus and variability of object alignment

1650–1950 1350–1650 1050–1350 750–1050

DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total

IO+foc, DO–foc 16.7  30 0    14 0     9 0    2

IO+foc, DO+foc 16.7  12 31.6  57 11.1   9 – –

IO–foc, DO+foc 14.0  43 18.2  11 38.5  13 – –

IO–foc, DO–foc  6.3 727 13.9 753 23.3 348 52.6 19

total  7.3 812 15.0 835 23.0 379 47.6 21

4.2.2.6 Animacy
The next factor on the list is secondary, non-standard distribution of animacy (see
Section 4.2.1). Table 17 indicates that the vast majority of attested instances feature
IO>DO alignment, especially in the later periods. However, combinations of two
animate objects show a significantly greater proportion of DO>IO in 1050–1350
(χ2 = 5.0, p <0.05) and 1350–1650 (χ2 = 11.0, p <0.001), which is noteworthy even
though the effect is absent again in modern dialects. These results confirm that,
at least in older German, the animacy hierarchy has an effect: the absence of an
inanimate referent allows for a more variable alignment. Still, a more fine-grained
distinction with respect to the animacy hierarchy, i.e. keeping proper nouns apart
from animate common nouns, did not show any effect on the outcome.15

Table 17. Animacy and variability of object alignment

1650–1950 1350–1650 1050–1350 750–1050

DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total

IO+ani, DO–ani  7.2 724 14.1 772 18.1 271 47.6 21

IO+ani, DO+ani 11.9  42 26.4  53 35.5  93 – –

IO–ani, DO+ani – – 100   1 – – – –

IO–ani, DO–ani  4.3  46 11.1   9 33.3  15 – –

total  7.3 812 15.0 835 23.0 379 47.6 21

15. In the NHG and NLG period (1650–1950), for instance, the variability of object alignment
does not differ significantly between proper noun IOs and common noun IOs (χ2 =0.19, p>0.05
in system 1, χ2 =0.28, p>0.05 in system 2, χ2 =0.04, p>0.05 in system 3, and χ2 =0.19, p>0.05 in
system 4).
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4.2.2.7 Morphological complexity
We conclude our survey of the factors influencing object alignment with mor-
phological complexity, which was operationalised by subtracting the number of
words of the DO from the number of words of the IO and accordingly specifies
differences in complexity of both objects. The hypothesis then is that the higher
the resulting value, the more the alignment should tend to be DO>IO, as follow-
ing the ‘Gesetz der wachsenden Glieder’ (Behaghel 1932; Primus 1998), a shorter
DO should precede a longer IO. In turn, the lower the score (viz. the longer the
DO compared to the IO), the more the alignment should be restricted to IO>DO.
As shown in Table 18, in 1650–1950, the highest degree of variability, meaning
the highest proportion of DO>IO alignment, can indeed be found in examples
where the IO contains four or more words more than the DO (χ2 =6.4, p< 0.05).
Nevertheless, the extent of DO>IO alignment in such cases is perhaps smaller
than expected if we assumed a clear trend towards shorter elements being placed
before longer elements. Overall, and particularly in the earlier periods of Ger-
man, morphological complexity thus seems to be largely irrelevant as a factor: no
matter how large the difference in complexity, the degree of variability does not
change in any noteworthy way.

Table 18. Morphological complexity and variability of object alignment

1650–1950 1350–1650 1050–1350 750–1050

DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total DO>IO
(%)

Total

IO–DO =< −7 0     2 13.3  15 0     7 – –

IO–DO = −4 – −7 13.0  23  7.1  28 15.8  19 – –

IO–DO = −1 – −3  7.2 209 17.2 169 30.1 83 100  3

IO–DO =0  6.2 371 15.3 327 19.0 163 60.0 10

IO–DO =1−3  6.7 178 14.8 209 24.0 100 12.5  8

IO–DO =4−7 21.7  23 10.4  48 40.0   5 – –

IO–DO => 7 16.7   6 15.4   39 100   2 – –

total  7.3 812 15.0 835 23.0 379 47.6 21
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5. Conclusion

This chapter aimed to investigate the diachronic development of the degree of
variability of (full NP) object alignment in ditransitive constructions in German,
and of the factors determining this. To these ends, I compiled a diachronic corpus
of dialectal and historical texts representing a more or less colloquial style of
speech, which in sum contained about 2,100 instances of ditransitives. In order to
only include instances where the alignment of objects is possibly variable, I classi-
fied the attested ditransitives by the type of construction. Idioms and ditransitives
expressing a relation of abstract spatial alignment or correspondence of object ref-
erents were excluded from the corpus study.

With respect to an alleged correlation between case morphology and variabil-
ity of object alignment, I briefly introduced the four different systems of case dis-
tinction in modern German dialects. What is clear is that the complete loss of case
distinctions in modern Low German leads to a significant decrease of variability.
By contrast, object alignment in modern High German dialects as well as in older
periods of German has always been variable to a certain extent, without major
changes over time.

Among the factors increasing the odds for a divergence from the canonical
order, givenness and salience can be seen as the most significant factors in all peri-
ods of German: at least since the 11th century, DO>IO order is very likely to occur
in the constellation of either a given DO and a new IO or a DO that is more salient
than the IO. Additionally, in modern German dialects, definiteness also signifi-
cantly influences the alignment in the sense that an indefinite object tends to fol-
low a definite one. Historical varieties of German do not yet show this tendency.

My comprehensive corpus study on German reveals consistency of object
alignment as opposed to the crucial change hypothesised by Speyer’s (2011) pre-
liminary study. Therefore, in order to get a valid picture of the historic develop-
ment of object alignment in a language, there has to be a sufficiently large data
basis which is homogenous with respect to the type of ditransitive verbs (i.e.
transaction verbs) and the constructions (i.e. allowing for variable object align-
ment) it includes.
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The double object construction
in 19th‑ and 20th‑century Swedish

Fredrik Valdeson

This paper presents a study of the double object construction (DOC) in
19th‑ and 20th‑century Swedish, focussing on the semantic range of the
construction. The results show that throughout this period, the Swedish
DOC occurs with verbs of transfer (e.g. ge ‘give’), future transfer (erbjuda
‘offer’), dispossession (beröva ‘deprive’), hindrance (neka ‘deny’), communi-
cation (säga ‘say’), causation (förorsaka ‘cause’), creation and obtaining
(laga ‘cook’, skaffa ‘obtain’) as well as verbs of attitude (avundas ‘envy’).
Verbs of benefaction and malefaction (öppna ‘open’, spärra ‘block’) are
found in the 19th‑century data, but do not occur in the DOC in present-day
Swedish anymore. Over time, verbs of transfer have come to constitute the
majority of the instances of the DOC, while most other semantic categories
have undergone a decrease in token frequency, relative to the construction
as a whole. These findings suggest that since the beginning of the 19th cen-
tury, the Swedish DOC has undergone a process of semantic specialization,
similar to the development of the corresponding constructions in English
(Colleman and De Clerck 2011; Zehentner 2018) and Dutch (Colleman
2011). The study also reveals a decline in text frequency and overall type fre-
quency of the DOC as a whole, indicating that the construction has become
less productive over the last two centuries.

Keywords: double object construction, ditransitives, diachronic
construction grammar, Late Modern Swedish

1. Introduction

Ditransitives have since long played an important part in the linguistic debate.
Within the framework of construction grammar, Goldberg (1995) launched the
double object construction (henceforth referred to as the DOC) as a central object
of study, and the construction has since then been the focal point of many stud-
ies conducted from a construction grammar perspective (see, e.g., Goldberg 2002;
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Croft 2003; Stefanowitsch and Gries 2003; Perek 2012).1 While most of the early
debate centred around the English DOC, more recent work has turned its gaze
onto corresponding or similar constructions in other languages, including Dutch
(Colleman 2009, 2010, 2011), Icelandic (Barðdal 2007; Barðdal, Kristoffersen, and
Sveen 2011) and Finnish (Leino 2010); see also e.g. the contributions to this vol-
ume by Dubois, Nielsen and Heltoft, or Ussery and Petersen on Dutch, Danish,
and Faroese, respectively. Another track of research that has gained in popular-
ity over the last decade concerns diachronic developments and constructional
change in the DOC, often taking into account its relation to various alternative
prepositional constructions. Again, English has been at the centre of attention
(e.g. Colleman and De Clerck 2008, 2011; De Cuypere 2010, 2015; Wolk et al. 2013;
Zehentner 2018; see also the contributions by Gerwin and Röthlisberger, Ingham,
Röthlisberger, or Zehentner, this volume), but a substantive amount of research
has also been devoted to diachronic developments of similar constructions in
Dutch (Colleman 2011) and Icelandic (and Scandinavian languages in general)
(Barðdal 2007; Barðdal, Kristoffersen, and Sveen 2011). A reconstruction of the
DOC in Proto-Germanic is found in Vázquez-González and Barðdal (2019), who
draw on data from the three subbranches of Germanic (West, North and East
Germanic).

The present paper expands the scope of (diachronically oriented) construc-
tionist research on ditransitives to the Swedish DOC. In addition to describing
the semantics of the DOC in present-day Swedish, I also examine constructional
changes that have taken place during the 19th and 20th centuries. The results from
the diachronic part of the study will lead to a discussion on common tendencies
in the diachronic developments of the DOC in Swedish, English and Dutch. Since
the DOC has been claimed to have undergone a process of semantic specializa-
tion in the two latter languages (see Colleman and De Clerck 2011; Zehentner 2018
on English, and Colleman 2011 on Dutch), a major aim of the present study is to
test whether the same tendency is found in the history of the Swedish DOC. The
semantic changes are operationalized as changes in token and/or type frequency
of individual semantic categories relative to the construction as a whole, in line
with the approaches of Colleman (2011) and Zehentner (2018). Furthermore, the
semantic changes are discussed in view of other changes affecting the DOC such
as changes in text frequency and in the overall type frequency of the construction
(operationalized as a standardized measure of type-to-token ratio). Since type fre-

1. Goldberg (1995) refers to the construction as the ‘ditransitive’ construction. In the current
paper, however, I refer to the argument structure consisting of a subject, a verb and two objects
[Subj V Obj1 Obj2] as the double object construction, regardless of the exact terminology used in
the works cited.
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quency is often considered to be decisive for the productivity of a construction
(see Bybee 2010; Goldberg 1995), the constructional changes observed will also be
discussed in terms of changes in the productivity of the construction.

Before we proceed, a brief note on terminology is in order. I will refer to the
argument structure [Subj V Obj1 Obj2] as the double object construction (DOC)
(cf. footnote n1), whereas the verbs appearing in the construction are called
ditransitive verbs. The first object in the construction is referred to as the indirect
object, while the second object is called the direct object.

The remainder of this paper is structured as follows: In Section 2, I provide
some more background on the main issues involved, viz. ditransitive verbs and
the double object construction in Swedish (2.1) and in other Germanic languages
(2.2), as well as semantic categorization schemes typically applied in studies of
ditransitive constructions (2.3). Section 3 reports on the data and methods used in
the present study; the results of the study are presented in Section 4. In Section 5,
the implications of the findings are discussed, starting with an in-depth analysis
of the Swedish data, before commenting on Swedish as compared to other Ger-
manic languages. Section 6 concludes the paper.

2. Background

2.1 Ditransitive verbs and the double object construction in Swedish

The Swedish DOC has essentially the same structure as its English counterpart,
consisting of a subject, a verb and two NP objects [Subj V Obj1 Obj2]. Seman-
tically, the construction most prototypically expresses transfer or change of pos-
session. The most substantial treatment of the semantics of the Swedish DOC is
found in Teleman, Hellberg, and Andersson (1999: 315), where it is noted that the
indirect object most often denotes a recipient. Teleman, Hellberg, and Andersson
(1999: 315–318) also provide an account of ditransitive verbs in Swedish based on
a breakdown into semantic categories. The category most closely associated with
the recipient role is change of possession (exemplified by verbs such as ge ‘give’
and skänka ‘give’), including verbs denoting future or imagined change of posses-
sion (e.g. erbjuda ‘offer’) as well as verbs denoting an event where the referent of
the indirect object loses something (e.g. beröva ‘deprive’). Further semantic cate-
gories identified by Teleman, Hellberg, and Andersson (1999) are transport (con-
sisting of verbs that denote a transfer that does not necessarily entail a change
of possession, e.g. skicka ‘send’), influence (containing verbs denoting the causa-
tion of something that affects the referent of the indirect object either positively or
negatively, without any concrete transfer taking place, e.g. förorsaka ngn lidande
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‘cause sb. suffering’), production (denoting verbs where the subject referent first
creates something, then hands it to the referent of the indirect object, e.g. sy ‘sew’)
and communication (e.g. säga ‘say, tell’, visa ‘show’).

Apart from the account in Teleman, Hellberg, and Andersson (1999), there is
only a handful of studies on the Swedish DOC. An early study is found in Falk
(1990), who examines the properties of the DOC in Swedish and other Scandi-
navian languages as well as English. The use of the DOC in Swedish dialects has
been briefly covered by Lundquist (2014). The situation in some (archaic) dialects
of Swedish is also brought into light by Barðdal (2007), drawing on material from
Reinhammar (1973). There are furthermore a few studies on the relations between
the DOC and its prepositional paraphrases in present-day Swedish, conducted
by Silén (2008a, 2008b) and Valdeson (2017), while Valdeson (2016) investigates
these relations from a diachronic perspective. These studies have revealed that
similar tendencies are at work in the choice of construction in Swedish as in the
more well-studied English dative alternation (see e.g. Bresnan et al. 2007), with
information structure playing an important part in determining which construc-
tion is used (cf. also the chapters by Dubois, Gerwin and Röthlisberger, and Röth-
lisberger in this volume).

2.2 Accounts of the double object construction
in other Germanic languages

Double object constructions and ditransitive verbs in other languages have been
studied extensively over at least the last two decades. Most exhaustively studied
is the English DOC, the semantic range of which is investigated in studies by
Green (1974), Wierzbicka (1988), Pinker (1989) and Goldberg (1995), among oth-
ers. These studies all find that the English DOC is most typically associated with
verbs of transfer of various kinds, as well as verbs of communication (e.g. tell) and
verbs of creation (e.g. bake). Several studies have also noted that the English DOC
is compatible with verbs denoting the hindrance of a transfer event (e.g. deny) as
well as verbs denoting transfer in the opposite direction, i.e. transfer away from
the indirect object referent (e.g. cost) (see the slightly revised semantic classifica-
tion of the DOC in Goldberg 2002).

Verbs of attitude, especially the verbs envy and forgive, represent another
semantic category whose status has been debated in the literature on the English
DOC. These verbs have posed a problem for previous research, since they do not
immediately seem related to the transfer sense shared by most verbs otherwise
occurring in the construction. Goldberg (1995: 132) observes that the verbs are
archaic in present-day English and that they are likely on the verge of disappear-
ing from the language. An alternative view has been presented by Colleman and
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De Clerck (2008), who use corpus data to establish that these verbs do in fact
occur in present-day English with a frequency high enough for them not to be
considered entirely marginalized yet, though they are definitely on the decline
quantitatively. Colleman and De Clerck also make an effort to show that the
meaning of envy and forgive can in fact be related to the central sense of the DOC.

Colleman and De Clerck (2011) examine diachronic developments in the
semantics of the English DOC, identifying a number of semantic categories which
have been lost (or highly marginalized) since the 18th century. These include
verbs of banishment (e.g. banish sb. one’s house), verbs of ‘pure benefaction’
(where there is no transfer involved, e.g. hold sb. a torch, see further Section 2.3
below) and several kinds of communication verbs (Colleman and De Clerck
2011: 201). Similar tendencies are found in Zehentner (2018), who concludes that
in the period from the 12th century to the 15th century, there is a decrease in fre-
quency for verbs of dispossession (e.g. steal) and verbs of creation in the Eng-
lish DOC, and verbs of pure benefaction and malefaction (e.g. break sb. their
shoulder) seem to drop out of use entirely by the end of the 15th century. The
general diachronic development in the English DOC thus seems to be a process
of semantic narrowing (or specialization), where caused change of possession
becomes more and more prominent as the central sense of the construction, grad-
ually replacing a more schematic meaning of “indirect affectedness” (see Zehent-
ner 2018: 151). Interestingly, the same direction of change can be seen in Dutch,
where Colleman (2010, 2011) has observed that verbs of benefaction and male-
faction have dropped out of use. In Netherlandic varieties, verbs of creation and
obtaining have also ceased to occur in the construction (Colleman 2010). At the
same time, verbs of transfer (‘actual reception’) and ‘abstract events’ (e.g. pay sb.
a visit) have increased in use since the 19th century (Colleman 2011).

The situation in Icelandic, which has retained a morphological case system,
has been thoroughly investigated by Barðdal (2007) and Barðdal, Kristoffersen,
and Sveen (2011). The semantics of the Icelandic DOC appear to be slightly dif-
ferent from that of the English construction: For instance, verbs of creation and
obtaining, which did occur in the DOC in Old Icelandic (Barðdal 2007: 17–18),
have become obsolete in Modern Icelandic (thus resembling the development in
Netherlandic Dutch). Another difference between Icelandic and English is that
Icelandic does not allow verbs of ballistic motion (e.g. verbs carrying the meaning
‘throw’) in its DOC (Barðdal 2007: 16; Barðdal, Kristoffersen, and Sveen 2011: 63).
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2.3 Semantic categories employed to describe the double
object construction

Most accounts of the DOC feature some kind of division into semantic classes
(e.g. Green 1974; Wierzbicka 1988; Pinker 1989; Goldberg 1995, 2002). Goldberg’s
theoretically driven account with one semantic category representing a central
sense from which all other senses are derived has been further elaborated in stud-
ies by e.g. Geeraerts (1998) and Croft (2003). This categorization also serves as the
basis for the categories employed by Barðdal (2007), Barðdal, Kristoffersen, and
Sveen (2011) and Colleman and De Clerck (2008, 2011).

The present study employs principles of categorization inspired by, in par-
ticular, Goldberg (1995), Barðdal (2007) and Colleman (2011), as well as the
(less theoretically anchored) semantic categories used in Teleman, Hellberg, and
Andersson (1999). The semantic range of the Swedish DOC is investigated by
means of categorizing the verbs instantiating the construction into a number of
semantic categories (see Table 1 for an overview). I assume that these semantic
categories have the theoretical status of verb-class-specific constructions, in accor-
dance with Vázquez-González and Barðdal (2019). The basic categories distin-
guished in Table 1 will be discussed in terms of a more fine-grained classification
in Section 4.1. The division into basic semantic categories also serves as the basis
for the quantitative analysis in Section 4.2. For the sake of comparison, Table 1
includes the categorizations by Goldberg (1995, 2002), Barðdal (2007) and
Colleman (2011) in separate columns. It should be stressed that the table is not
intended to resemble a semantic map (of the kind found in e.g. Barðdal 2007 and
Barðdal, Kristoffersen, and Sveen 2011).

In comparison with Colleman (2011), the transfer category has a wider scope in
the present study. A separate category in Colleman’s study is abstract events, which
is exemplified by expressions such as give sb. a kiss and pay sb. a visit. In the present
study, each verb has been categorized according to (what might be considered to
be) its basic sense. Accordingly, verbs expressing abstract events will automatically
end up in the transfer category. From Colleman’s examples, it is not entirely clear
what the scope of the abstract events category is, and it is possible that this category
overlaps with several of the categories employed in the present study.

In the present analysis, the category of verbs of communication consists pri-
marily of verbs of communicated message, including both verbs of telling and
verbs of showing. It may appear odd that Colleman’s (2011) communication cate-
gory overlaps with both communication and transfer in the current analysis. This
is because in addition to also denoting abstract events, transfer verbs can be used
to denote communicative acts. In Colleman’s study, examples like give sb. informa-
tion are subsumed in the communication category, whereas in the present study,
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Table 1. Comparison of semantic categories employed by different scholars to describe
the double object construction in Swedish, English, Icelandic and Dutch

Present study Goldberg 1995 (p. 38, 126),
2002

Barðdal 2007; Barðdal,
Kristoffersen and Sveen
2011

Colleman 2011

Transfer Verbs of continuous
causation in a deictically
specified direction

Bringing Actual reception

Verbs that inherently signify
acts of giving

Actual transfer Abstract events
(give s.o. a kiss)

Communication Verbs of communicated
message

Mode of communication Communication

Future transfer Verbs of giving with
associated satisfaction
conditions

Intention Conditional/
future reception

Verbs of future transfer

Verbs of permission Enabling

Dispossession “the antonymic relation of
giving” (Goldberg 2002: 332)

Dispossession

Hindrance Verbs of refusal Retaining Refusal/blocked
transfer

Causation

Creation/
obtaining

Verbs involved in scenes of
creation

Creation Benefactive/
malefactive

Verbs of obtaining Obtaining

Benefaction/
malefaction

Attitude Mental processes Attitude

Other Verbs of continuous
causation of ballistic motion

Motion

instances like these are labelled in accordance with the basic sense of the verb (i.e.
transfer) regardless of the meaning of the entire phrase.

The category causation lacks a clear equivalent in the studies that I have com-
pared above but is basically equivalent to the influence category used by Teleman,
Hellberg, and Andersson (1999) in their description of the Swedish DOC (see
Section 2.1). Included in this Swedish category are verbs like bereda ‘cause’ and
vålla ‘cause’ (used in the sense of ‘cause sb. harm’), which denote events where
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an agent causes the referent of the indirect object to feel or think something, or
inflicts some kind of injury upon the indirect object referent. This could be seen
as a subcategory of transfer (cf. the discussion in Goldberg 1995: 144), but since
there is a relatively large number of verbs that can be assigned to this category, I
find it justified to treat it as a category in its own right (cf. also Teleman, Hellberg,
and Andersson 1999).

DOC clauses with verbs of creation and obtaining denote events where the
agent either creates or gets hold of an object with the intention of giving it to the
referent of the indirect object (cf. Goldberg 1995: 141). Although naturally distinct
from each other, verbs of creation and obtaining are usually treated as members of
the same overarching semantic category (e.g. Goldberg 1995:38). Colleman (2011)
categorizes verbs of creation and obtaining together with other verbs of benefac-
tion as well as verbs of malefaction. In my analysis, I have singled out verbs of
benefaction and malefaction as a category of their own. Accordingly, I use the
label benefaction to denote what is often referred to as pure benefaction (see e.g.
Kittilä 2005). With verbs of pure benefaction there is no sense of transfer involved
when they are used in the DOC (e.g. reda ngn ngt ‘untangle sth. for sb.’), which
means that the indirect object carries only the semantic role of beneficiary and
not that of recipient. In contrast, when verbs of creation or obtaining occur in
the DOC, the indirect object is generally understood as the recipient of the thing
being created or obtained (e.g. laga ngn ngt ‘cook sb. sth.’). The remaining classes
in Table 1 will be further discussed in Section 4.1 below.

3. Data

The present study is based on data of the Swedish DOC taken from corpora
consisting of prose fiction from the 19th and 20th centuries. The investigated
period constitutes the major part of the period generally referred to as Late Mod-
ern Swedish, which is usually taken to begin in the 1730s and to continue into
present-day Swedish (see Thelander 2011). By the beginning of Late Modern
Swedish, most of the grammatical changes that occurred in the transition from
Old Swedish (spanning from the early 13th to the early 16th century) to Modern
Swedish were already completed, including the collapse of the Old Swedish mor-
phological case system. This means that any changes detected in the semantics
of the DOC in the 19th and 20th centuries are not concurrent with important
changes in the morphology of the noun phrase. In comparison with earlier peri-
ods in the history of Swedish, Late Modern Swedish has usually not been consid-
ered a period of major syntactic change. For this reason, the period 1800–2000
has not been subject to much previous diachronic linguistic investigation, so that
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there is a lack of empirical studies. For the purpose of the present study, three
prose fiction corpora were compiled based on novels from three different periods
included in the National Language Bank of Sweden (Nationella Språkbanken),
the first period marking the early 19th century (1800–1844), the second period
representing the turn of the 20th century (1898–1901), while the third period con-
sists of data from the end of the 20th century (1976–1999). The three time peri-
ods were chosen to represent the time around 1800, 1900 and 2000, respectively.
They differ in length because the amount of prose fiction data available from 1900
is much larger than for either 1800 or 2000 (almost 10,000,000 corpus tokens
from 1898–1901 compared to just over 2,000,000 corpus tokens from 1999 and
just under 60,000 corpus tokens from 1800. For this reason, data spanning over
a larger period were collected for the early 19th century and for the late 20th cen-
tury than for the middle period around the turn of the 19th to 20th century. The
use of prose fiction data from both nineteenth-century Swedish and present-day
Swedish ensures that genre is a stable variable in the present study. Table 2 gives
an overview of the corpora used for the study.

Table 2. The corpora used in the present study

Period Corpora Number of words

1800–1844 Svensk prosafiktion (“Swedish prose fiction”) 1800–1844 2,203,451

1898–1901 Svensk prosafiktion (“Swedish prose fiction”) 1898–1901 9,837,169

1976–1999 Bonniersromaner (i.e. novels published by the Bonnier
publishing house) 1976–1977

6,578,675

Bonniersromaner 1980–1981 4,304,271

Norstedtsromaner (i.e. novels published by the Norstedt
publishing house) 1999

2,533,209

Total 1976–1999 13,416,155

Total 25,456,775

The corpora were searched using the Korp interface provided by Språkbanken at
the University of Gothenburg (Borin, Forsberg, and Roxendal 2012). In order to
obtain as many instances as possible of the DOC, a search string was employed
making use of the automatic part-of-speech tagger in Korp. The search string is
illustrated in Table 3.

The search string captures all occurrences of any verb followed by a personal
pronoun in object form (representing the indirect object) and a full noun (the
direct object), with the possibility of up to three random words between the pro-
noun and the noun. In order to reduce the amount of noise in the data, the three
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Table 3. Search string in Korp

[pos = “VB”] [(word = “mig” | word = “mej” | word = “dig” | word = “dej” | word = “honom” |
word = “henne” | word = “oss” | word = “er” | word = “eder” | word = “dem”)] [pos != “PP” & pos
!= “VB”]{0,3} [pos = “NN”]

optional words preceding the head noun of the noun phrase representing the
direct object were specified not to be a preposition or a verb, since these parts-of-
speech almost never occur as premodifiers in Swedish noun phrases. The use of a
specified search string was necessary for practical reasons (in order to get a man-
ageable amount of data) but it is important to remember that the search string
excludes pronominal direct objects as well as non-pronominal indirect objects.
A similar search method is employed by Colleman and De Clerck (2011) in their
study of the DOC in English between 1710 and 1920 (cf. also Mukherjee and
Hoffmann 2006). Colleman and De Clerck motivate their search method with
“the well-known fact that double object clauses typically combine a pronominal
recipient with a lexical NP theme” (2011: 189). There is no reason to doubt that
this generalization also holds for the Swedish DOC.

The extracted material was imported into a database and then manually
scanned in order to remove all noise in the data set. This included the exclusion
of all occurrences of a reflexive pronoun, which means that in all instances of the
DOC discussed in the present paper, the indirect object is not co-referential with
the subject. After this procedure, the total number of instances of the DOC was
14,622. Table 4 shows how these instances are distributed across the three time
periods. The table also shows the number of individual verb types found for each
period. Since many verb types occur in more than one period, the total number
of types does not equal the sum of types from each period.

Table 4. Total number of types and tokens of the double object construction in the data

Period Types Tokens

1800–1844 170  1,850

1898–1901 206  6,797

1976–1999 144  5,973

Total 282 14,620

Since the most evident changes in the use of the DOC take place between the
second period and the third period (i.e. between the turn of 20th century and
the 1970s), I often refer collectively to the data from the first two periods as the
‘19th‑century data’. Similarly, the data from the third period is often referred to as
the ‘20th‑century data’ or the ‘present-day Swedish data’.
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4. Results

This section, divided into two main subsections, presents the results from a
semantic analysis of the dataset. In Section 4.1, an in-depth analysis of the seman-
tics of the DOC is given based on an elaboration of the semantic categories estab-
lished in Section 2.3 above. Section 4.2 then goes on to provide a quantitative
analysis of changes in the use and semantics of the construction.

4.1 Semantic analysis of the double object construction
in 19th‑ and 20th‑century Swedish

4.1.1 Verbs of transfer
In all three investigated periods, verbs of transfer constitute the largest category in
terms of both type frequency and token frequency (see Table 5 for a quantitative
overview). Unsurprisingly, the similarities between Swedish and English are quite
far-reaching when it comes to the use of transfer verbs in the DOC. The most
common verb of transfer (and the most common verb overall in the DOC) is the
verb ge ‘give’ (along with its more archaic variant giva). The verb is also highly
polysemous, and can be used with a wide range of direct objects, concrete (1a) as
well as abstract (1b)–(c) ones.

(1) a. Hon
she

gav
gave

honom
him

en
a

ylletröja,
woollen_sweater

och
and

han
he

hade
had

den
it

länge
long

innan
before

han
he

(1977)blev
became

av
off

med
with

den.
it

‘She gave him a woollen sweater, and he had it for a long time before he
lost it.’

b. (1977)Hon
she

gav
gave

honom
him

en
a

förvånad
surprised

blick.
look

‘She gave him a look of surprise.’
c. För

because
du
you

väntade
waited

ju
particle

på
on

mej,
me

ett
a

par
couple

steg
steps

längre
further

bort,
away

och
and
(1999)gav

gave
mej
me

goda
good

råd!
advice

‘Because you waited for me, a few steps further away, and gave me good
advice!’

The example in (1b) shows the most frequently occurring direct object with the
verb ge, viz. blick ‘look’. This may be seen as a more or less fixed expression ge
ngn en blick ‘throw sb. a look’, and the same could be claimed for almost all com-
binations of the verb ge with an abstract direct object (cf. Pinker 1989: 115). The
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example in (1c) shows that the verb can also be used to express communicative
events (cf. Colleman 2011: 404).

Transfer verbs can be further subdivided into more fine-grained semantic cat-
egories. Over the course of the last 200 years, there is at least one such semantic
subcategory of transfer verbs that appears to have been lost. This is a special case
of transfer where the referent of the direct object is not the thing being given or
transferred, but rather something that the agent is replacing or compensating for.
An example of this is given in (2), with the verb ersätta ‘compensate’. Other verbs
instantiating this subcategory include gottgöra ‘compensate’ (e.g. gottgöra ngn för-
lusten ‘compensate sb. for the loss’) as well as certain uses of betala ‘pay’ (e.g.
betala ngn skadan ‘pay sb. for the damage’).

(2) Himmelens
Heaven’s

salighet
blessedness

skulle
would

ej
not

kunna
be_able

ersätta
compensate

mig
me

förlusten
the_loss

af
of

dig.
you
(1840)‘Heaven’s blessedness could not compensate me for the loss of you.’

Among verbs of transfer we also find the verb bringa ‘bring’, which would belong
to Goldberg’s (1995) ‘verbs of continuous causation in a deictically specified direc-
tion’. The verb is found in all three periods, but in the present-day Swedish data
there is only a handful of examples, the use of which seems to be limited to
the verb occurring with abstract direct objects, so that it can be concluded that
physical bringing is not part of the semantic range of the DOC in present-day
Swedish. In the earlier periods, occasional examples with concrete direct objects
can be found, see (3), but such uses seem to have been highly marginal in the
19th‑century language, too.

(3) Äfven
also

den
that

saken
the_thing

har
have

jag
I

tänkt
thought

på
on

och
and

bringar
bring

dig
you

ett
a

talgljus
tallow_candle

(1900)och
and

ett
a

elddon.
tinderbox

‘I have considered that issue as well and I bring you a tallow candle and a tin-
derbox.’

4.1.2 Verbs of future transfer
Verbs of future transfer do not show any major changes in their behaviour during
the investigated time frame, at least not when it comes to Goldberg’s (1995) sub-
categories ‘verbs of giving with associated satisfaction conditions’, as in (4a)–(b)
and ‘verbs of permission’, as exemplified in (4c).
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(4) a. …om
if

man
one

betänker
considers

att
that

han
he

erbjöd
offered

mig
me

ett
a

liv
life

som
that

varar
lasts

till
until

(1977)tidernas   
the_times’

slut…
end

‘…if one considers the fact that he offered me a life that lasts until the end
of times…’

b. Hon
she

lovade
promised

henne
her

varmt
hot

kaffe
coffee

bara
only

hon
she

hade
had

fått
got

fart
speed

på
on

spisen
the_cooker

(1976)igen…
again
‘She promised her hot coffee if only she had got the cooker going again…’

c. Inte
not

ens
even

dubbla
double

akademiska
academic

löner
salaries

tillåter
allow

dem
them

lyx   
luxury

av
of

den
the

art
kind

(1977)som
that

Marcie
Marcie

och
and

jag
I

njuter
enjoy

av…
of

‘Not even double academic salaries can allow them the kind of luxury that
Marcie and I enjoy…’

Regarding the category referred to by Goldberg as ‘verbs of future transfer’ (which
is more narrowly defined than the definition of future transfer in the present
study), including verbs where the “[a]gent acts to cause recipient to receive patient
at some future point in time” (Goldberg 1995:38), the evidence from my data is
scarcer. In the first two periods, there are a few instances of verbs with the sense of
‘bequeath’, viz. lämna and testamentera, the latter of which is exemplified in (5a).
No verbs expressing this meaning are found in the 20th‑century data. The verb
tilldela, by contrast, usually translated as ‘allocate’, is attested in the present-day
Swedish data (5b). While allocate is considered a verb of future transfer in Gold-
berg’s categorization, however, the use of tilldela in present-day Swedish rather
seems similar to the use of ge ‘give’. Considering the fact that no other verbs of
future transfer (in Goldberg’s sense) are present in the 20th‑century data, we can
draw the conclusion that these verbs, at the very least, are exceedingly rare in the
DOC in present-day Swedish.

(5) a. … en
an

gammal
old

underlig
peculiar

enstöring,
loner

som
that

ingen
nobody

trodde
thought

om
of

att
to

äga
own

något,
anything

hade
had

med
with

döden
death

afgått,
resigned

men
but

dessförinnan
before_then

testamenterat
bequeathed

(1900)henne
her

ett
a

par   
couple

tusen   
thousand

kronor.
kronor

‘…a peculiar old loner who, as far as people knew, didn’t own anything had
died, but before then he had bequeathed her a few thousand kronor.’
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b. (1999)Myndigheterna
the_authorities

tilldelar
allocate

henne
her

en
an

lägenhet 
apartment

i 
in

Rinkeby.
Rinkeby

‘The authorities allocate her an apartment in Rinkeby.’

4.1.3 Verbs of dispossession
Verbs of dispossession are found throughout the investigated period. The most
common verb of dispossession is kosta ‘cost’ (6a), which seems to be used in the
same way as its counterparts in English and Dutch (cf. Goldberg 2002; Croft
2003; Colleman 2011). In addition to kosta, a few more verbs of dispossession
occur in the Swedish DOC (6b)–(d).

(6) a. Östrogen
Oestrogen

får
gets

kvinnor
women

att
to

må
feel

bra
well

och
and

borde
should

inte
not

kosta
cost

dem
them

ett
a

öre.
penny

(1999)‘Oestrogen makes women feel fine and should not cost them a
penny.’

b. … hon
she

hade
had

utdelat
dealt

ett
a

dödligt
deadly

slag
blow

mot
against

mig
me

genom
through

att
to

beröva
deprive

mig
me
(1977)den

the
kärlek
love

som
that

hade
had

givit
given

mig
me

näring     
nourishment

hela 
whole

mitt
my

liv.
life

‘…she had dealt me a deadly blow by depriving me of the love which had
nourished me my entire life.’

c. … och
and

där
there

lyckades
succeeded

han
he

av-tvinga
from-force

mig
me

ett
a

erkännande
confession

av
of

att 
that

jag
I

(1976)aldrig
never

hade
had

läst 
read

Ulysses.
Ulysses

‘…and there he managed to force a confession from me that I had never
read Ulysses.’

d. Huru
how

plågsamma
painful

dessa
these

tankar
thoughts

än
yet

voro
were

för
for

Fanny,
Fanny

så
so

var
was

dock
however

tanken
the_thought

på
on

att
that

man
one

nu
now

ville
wanted

från-hända
from-hand

henne
her

hennes
her

(1900)arfsrätt
right_of_inheritance

ännu
even

outhärdligare.
more_unbearable

‘No matter how painful these thoughts were to Fanny, the thought that
they now wanted to deprive her of her right of inheritance was even more
unbearable.’

Although perhaps slightly archaic, many verbs of dispossession still occur in the
present-day Swedish data. Interestingly, however, essentially all verbs of dispos-
session other than kosta ‘cost’ that occur in the DOC carry a prefix, generally one
of the stressed prefixes av- ‘from’ (as in 6c) or från- ‘from-’ (6d), or the unstressed
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be- that is seen in the verb beröva ‘deprive’ (6b). This is very similar to the situa-
tion in present-day Dutch as described in Colleman (2011).

4.1.4 Verbs of hindrance
Verbs of hindrance also behave in approximately the same way as the correspond-
ing verbs in English (labelled as verbs of refusal in Goldberg 1995), and no appar-
ent changes in the use of these verbs seem to take place during the 19th and 20th
centuries.

(7) a. …men
but

senare
later

berättade
told

han
he

att
that

han
he

blivit
become

så
so

förvånad
surprised

över att
over that

jag
I

nekade
denied

honom
him

brödbiten
the_piece_of_bread

att
that

han
he

blev
became

intresserad
interested

av
of

mej.
me
(1977)‘…but later he told me that he had become so surprised when I

denied him the piece of bread that he became interested in me.’
b. …det

the
enda
only_thing

den
the

ena
one_person

gör
does

är
is

att
to

låsa
lock

sin
his

dörr
door

och
and

vägra
refuse

oss
us

inträde
entrance

meda
while

den
the

andra
other_one

står
stands

där
there

som
like

döden
death

förkroppsligad
embodied

(1977)utan
without

att
to

ens
even

hälsa
greet

oss
us

välkomna.
welcome

‘…the only thing that one of them does is to lock their door and refuse us
entry while the other one stands there like the embodiment of death with-
out even bidding us welcome.’

c. “De
they

är
are

inte
not

här
here

i
in

stan”,
the_town

sade
said

jag
I

för
for

att
to

bespara
save

honom
him

(1977)generande   
embarrassing

förklaringar.
explanations

‘“They’re not here in town”, I said to save him from having to give embar-
rassing explanations.’

There are verbs of hindrance with negative connotations as well as verbs with
positive connotations. Verbs with negative connotations are mainly neka ‘deny’
and vägra ‘refuse’ (7a)–(b), which correspond to the verbs of refusal in Goldberg’s
(1995) classification. In (7c), we see an example of the verb bespara ‘save’. This
is a verb of hindrance with positive connotations, implying that the referent of
the direct object is something that would have been unpleasant to the referent of
the indirect object. This use is similar to English spare as well as Dutch besparen
‘spare’ (see Colleman 2009: 206).
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4.1.5 Verbs of communication
Verbs of communication constitute a category the DOC use of which has changed
the most drastically in the investigated period, with changes affecting the range of
communication verbs used in the construction as well as the nature of the direct
objects occurring in combination with these verbs.

Firstly, it should be observed that several of the most common verbs of com-
munication have not changed during the investigated period. This pertains par-
ticularly to the verbs visa ‘show’ and lära ‘teach’, as well as to some extent meddela
‘inform, tell’. These verbs can all be used quite freely, without any obvious limi-
tations in, for example, the range of possible direct objects (8a)–(b). It is inter-
esting to note that typologically, verbs expressing meanings like ‘give’, ‘show’ and
‘teach’ are the verbs most commonly used in double object constructions (see
Malchukov, Haspelmath, and Comrie 2010: 50).

(8) a. Jag
I

skulle
would

vilja
want

nå
reach

skogen,
the_forest

få
get

skogen
the_forest

att
to

berätta
tell

vad
what

den
it

sett,
seen

(1981)visa
show

mig
me

alla
all

sina
its

hemligheter.
secrets

‘I would like to reach the forest, make the forest talk about what it has
seen, show me all its secrets.’

b. När
when

jag
I

var
was

liten
little

brukade
used_to

hon
she

ta
take

mig
me

med
with

överallt
everywhere

i
in

trädgården
the_garden

(1980)och
and

lära
teach

mig
me

namnen  
the_names

på
on

alla
all

blommorna…
the_flowers

‘When I was little, she used to take me everywhere in the garden and
teach me the names of all the flowers…’

Several other verbs of communication have, by contrast, become more restricted
in their use in the Swedish DOC, including frequent ones like säga ‘say, tell’ and
berätta ‘tell’ (the latter of which is no longer used in the DOC at all in present-day
Swedish, see below). The verb säga ‘say, tell’ occurs quite frequently in the DOC
throughout the investigated period. However, in present-day Swedish, the verb
only occurs with a highly-limited set of direct objects, in what might more justly
be seen as lexicalized pairings of verb + direct object, mainly säga ngn en sak ‘tell
sb. something’. In the 19th‑century data, the verb säga is used without any obvious
restrictions as to the nature of the direct object. Two examples are given in (9).
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(9) a. …äfvensom
as-well-as

mitt
my

anande
suspecting

hjerta
heart

mer
more

än
than

bestämdt
decidedly

sade
said

mig
me

den
the

(1840)högst  
highest

sannolika
plausible

anledningen
reason

till
to

dess
its

inympande
engraftment

i 
in

muren…
the_wall

‘[That this plant could not be cultivated there in any immediate way became
only too comprehensible to me,] and my suspecting heart told me more than
decidedly the most plausible reason for its engraftment in the wall…’

b. Det
that

begriper
understand

jag
I

icke
not

alls,
at_all

om
if

icke
not

för
for

att
that

hon
she

behagat
wished

fästa
attach

sig
herself

vid
by

mitt
my

långa,
long

svarta
black

hår,
hair

hvaröfver
over_which

hon
she

ett
a

par
couple

gånger
times

sagt
said

mig
me

(1840)några
some

artigheter…
compliments

‘I don’t understand that at all, if not because she has chosen to take a fancy
to my long black hair, over which a couple of times she has told me a few
compliments…’

In addition, the changes in the use of verbs of communication in the Swedish
DOC also pertain to the range of verbs that are compatible with the construction.
One example of a verb that seems to have lost the ability to occur in the DOC is
the manner-of-speaking verb viska ‘whisper’, which is only found in the first two
periods, see (10).2 This change in the possibility of viska to occur in the DOC is
parallel to what has happened in the English DOC during the last few centuries,
where whisper used to be compatible with the DOC in the 18th century but is
hardly found at all in the DOC in present-day English (Colleman and De Clerck
2011: 198).

(10) Väl
once

vuxna
grown

upp,
up

taga
take

vi
we

afsked
farewell

af
of

de
the

nejder,
environs

where
der

we
vi

played
lekt,

and
och

the
de

(1900)spruces
granar,

that
som

in
i

their
sin

susning
rustling

hviskat
whispered

oss
us

sagor…
fairy_tales

‘Once we’ve grown up, we say goodbye to the environs where we’ve played,
and to the spruces who in their rustling have whispered fairy tales to us…’

Another striking development in the domain of communication verbs is found
with the verb berätta ‘tell’ along with a few other verbs, e.g. beskriva ‘describe’
and skildra ‘depict’. These verbs occur in the DOC in the 19th‑century data but
are not found in the construction in the present-day Swedish data (cf. Silén 2005
regarding the development of the constructional behaviour of the verb berätta). A

2. As pointed out by one of the reviewers, the verb viska ‘whisper’ can still occur in the DOC
in the expression viska ngn något i örat ‘whisper sb. something in the ear’ with the pronoun
något ‘something’ as direct object followed by a prepositional adjunct.
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common denominator for these verbs is that they alternatively occur in a preposi-
tional construction with the preposition för ‘for’ (whereas many other communi-
cation verbs, e.g. säga ‘say, tell’, instead occur in a prepositional construction with
the preposition till ‘to’).

4.1.6 Verbs of causation
The use of verbs of causation in the Swedish DOC does not seem to have changed
much over the last two centuries. The category is instantiated by a few relatively
frequent verbs. Verbs of causation can be divided into three principal uses
depending on the nature of the direct object, illustrated in (11).

(11) a. Vi
we

skall
shall

också
also

tala
speak

till
to

vårt
our

folk
people

och
and

inge
inspire

dem
them

mod    
courage

att
to

gå
go

(1976)man
man

ur    
out_of

huse…
house

‘We’re also going to talk to our people and inspire them with the courage
to turn out to a man…’

b. Så
so

mycket
much

pengar
money

får
gets

hon
she

aldrig
never

att
that

det
it

kommer
will

att
to

vålla
cause

henne
her

(1977)svårigheter
troubles

att
to

räkna
count

dem.
them

‘She’ll never get so much money that it will cause her difficulties counting
it.’

c. Innan
before

Mollo
Mollo

dog
died

hade
had

han
he

tillfogat
inflicted

honom
him

ett
a

halvdussin
half_dozen

dolkstygn…
dagger_stabs

(1977)‘Before Mollo died he had inflicted half a dozen stabs upon him
with his dagger…’

In (11a), the direct object denotes a feeling that the referent of the indirect object
experiences. The direct object in (11b), on the other hand, denotes an abstract
object that the referent of the indirect object receives. Finally, (11c) exemplifies a
more concrete kind of causation, in which physical injury is inflicted upon the ref-
erent of the indirect object.

4.1.7 Verbs of creation and obtaining
Apart from the highly frequent verbs göra ‘make, do’ and skaffa ‘get’, the category
of verbs of creation and obtaining is instantiated by just a handful of instances in
each of the three investigated periods, albeit generally with a rather wide range
of different verbs. Two examples are shown in (12). The example in (12a) (which,
incidentally, is taken from a novel translated from English) is from the present-
day Swedish data, whereas (12b) is from the turn of the last century.

132 Fredrik Valdeson



(12) a. (1976)Vi
we

gjuter
cast

dem
them

nya
new

leksaker…
toys

‘We cast new toys for them…’
b. (1900)Men

but
jag
I

håller
keep

på
on

att
to

väfva
weave

dig
you

en
a

kjol
skirt

ser
see

du…
you

‘But, you see, I’m weaving you a skirt…’

The statistics presented in the following Section (4.2) reveal quite a drastic drop in
relative token frequency for verbs of creation and obtaining. However, this drop
in frequency can largely be explained by a sharp decrease in the use of the verb
göra ‘make, do’. In the 19th century, this verb is used quite frequently, with a wide
range of direct objects, often seemingly competing with the verb ge ‘give’ in form-
ing combinations of verb + abstract object, as in (13a). In the first two periods,
göra also occurs with concrete direct objects, as in (13b).

(13) a. Ja,
yes

det
it

skall
will

icke
not

göra
make

honom
him

någon
any

sorg,
sorrow

såsom
as

min
my

fars
father’s

(1840)affärer
businesses

nu
now

stå…
stand

‘Yes, it will not cause him any sorrow, considering the present state of my
father’s business…’

b. I
you

har
have

en
one

gång
time

gjort
made

mig
me

ett
a

par
pair

stöflar,
boots

som
that

klämt  
pinched

värre
worse

än 
than

om
if

(1899)de  
they

varit
been

spanska.
Spanish

‘You have once made me a pair of boots that pinched worse than if they
had been Spanish.’

In present-day Swedish, the use of the verb göra has changed considerably. The
verb is now restricted to a smaller number of seemingly fixed pairings of verb +
direct object, forming more or less lexicalized expressions, e.g. göra ngn en tjänst
‘do sb. a favour’ and göra ngn sällskap ‘keep sb. company’.

4.1.8 Verbs of benefaction and malefaction
In present-day Swedish, verbs of pure benefaction and malefaction are basically
non-existent in the DOC. Just a single possible instance from the late 20th century
has been identified in the data set, shown in (14). In this example, the agent lights
the way for the referent of the indirect object. This could possibly also be analyzed
as the metaphoric creation of a path by holding a lantern (in which case the exam-
ple could be categorized as an instance of a verb of creation).
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(14) Våra
our

handlyktor
lanterns

lyste
lit

oss
us

väg
way

men
but

jag
I

hade
had

det
it

alltid
always

svårt
difficult

utomhus
outdoors

i
in
(1976)mörker…

the_dark
‘Our lanterns lit the way for us but I always had a hard time being outside in
the dark…’

In the first two periods, on the other hand, instances of verbs of benefaction and
malefaction can still be found. Nevertheless, as is shown in Section 4.2 below, this
is by far the least frequent of all semantic categories, and its relative token fre-
quency decreases significantly already between the first two sub-periods, i.e. in the
course of the 19th century already. The examples in (15) illustrate verbs of bene-
faction, while two instances of malefaction are shown in (16).

(15) a. (1900)…för
too

knapp
short

är
is

mig
me

stunden
the_time

att
to

reda
unravel

eder
you

denna
this

härfvan.
the_tangle

‘…time is running too short for me to unravel this tangle for you.’
b. Han

he
öppnade
opened

henne
her

sin
his

famn,
arms

och
and

Rosa
Rosa

gret
cried

högt
loudly

vid
at

hans
his

bröst.
chest

(1840)‘He opened up his arms for her and Rosa cried loudly at his chest.’
c. Och

and
alla
all

grannarne
the_neighbours

greto
cried

wid
by

hans
his

graf,
grave

och
and

hans
his

söner
sons

reste
raised

(1840)honom
him

en
a

wård.3

memorial
‘And all the neighbours cried by his grave and his sons raised a memorial
in his honour.’

(16) a. …en
a

mindre
smaller

flock
flock

snapphanar
pro_Danish_partisans

spärrade
blocked

dem
them

vägen
the_way

vid
by

en
a

(1900)grind…
gate…
‘…a minor flock of pro-Danish partisans blocked them the way by a gate…’

b. (1840)…ty
because

hon
she

tillslöt
closed

mig
me

glädjens
the_joy’s

portar
gates

här
here

i
in

lifvet…4

the_life
‘…because she closed the gates of joy for me here in life…’

3. An anonymous reviewer suggested that the verb resa ‘raise’ could be classified as a verb of
creation. I would, however, argue that the act of raising a statue does not entail an act of cre-
ation, but merely a ceremonial act conducted in someone’s honour. Furthermore, the referent
of the indirect object is not a (potential) recipient of the referent of the direct object, which is a
common denominator of all verbs of creation, according to the definition assumed in the pre-
sent study.
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4.1.9 Verbs of attitude
Despite showing some quite clear differences in semantics compared to other
semantic classes of ditransitive verbs (cf. Goldberg 1995), verbs of attitude seem
to be relatively frequent in double object constructions cross-linguistically (cf.
Colleman and De Clerck 2008: 198–201). Consequently, it is hardly a coincidence
that verbs of attitude occur also in the Swedish DOC. Moreover, the use of verbs
from this category does not seem to change over the studied period. Like verbs of
causation, the attitude category is instantiated by a limited number of verbs whose
status as ditransitive verbs nevertheless appears to be relatively stable.

Verbs of attitude can be further divided into a number of more fine-grained
semantic subcategories. In (17a) the verb avundas ‘envy’ denotes an attitude held
by the subject referent towards something that the referent of the indirect object
possesses. This is somewhat different from (17b), where the verb förlåta ‘forgive’
rather expresses that the subject referent has an opinion on something that the
referent of the indirect object has done earlier.

(17) a. Det
that

gjorde
did

hon
she

ofta
often

och
and

jag
I

avundades
envied

henne
her

denna
this

vuxna   
grown_up

frihet.
freedom

(1981)‘She did this often and I envied her this grown-up kind of freedom.’
b. …och

and
jag
I

hoppas
hope

också
also

de
they

förlåter
forgive

mig
me

de
the

misstag
mistakes

jag
I

kanske
maybe

(1977)oavsiktligt
unintentionally

har begått.
have_committed

‘…and I also hope that they’ll forgive me the mistakes I may have commit-
ted unintentionally.’

The Swedish DOC also occurs with verbs of attitude of a rather different nature,
denoting a state where the subject referent considers the referent of the indirect
object to possess a certain quality. This is exemplified in (18) by the verbs tillmäta
and tillskriva, both carrying the sense ‘ascribe to’ or ‘attribute to’.

4. One of the reviewers also commented that the verbs spärra ‘block’ and tillsluta ‘close’ should
belong in the category of verbs of hindrance. In the present study, however, verbs of hindrance
are defined as verbs denoting an event where the referent of the indirect object is denied from
receiving something. In the cases of spärra and tillsluta, the concept of reception is not evoked
and the verbs rather express the opposite of the verb öppna ‘open’, which has been classified as
a verb of benefaction.

The double object construction in 19th‑ and 20th‑century Swedish 135



(18) a. Den
the

blivande
future

partichefen
party_committee_secretary

hade
had

länge
long

suttit
sat

med
with

i
in

politbyrån,
the_politburo

men
but

ingen
nobody

hade
had

på
in

förhand
advance

tillmätt
attributed

honom
him

någon
any

(1980)större 
greater

betydelse.
significance

‘The future party committee secretary had long been a member of the
politburo, but nobody had attributed any real significance to him before-
hand.’

b. (1999)Men
but

du
you

tillskriver
ascribe

honom
him

nog
probably

mänskliga
human

egenskaper.
qualities

‘But you probably ascribe human qualities to him.’

Finally, the examples in (19) illustrate verbs where the agent wants the referent of
the indirect object to receive the referent of the direct object. These verbs, önska
‘wish’ and unna ‘not begrudge’, could thus also possibly be labelled as either verbs
of transfer or verbs of future transfer.

(19) a. Jag
I

har
have

tagit
taken

mig
myself

tid
time

att
to

komma
come

hit
here

i
to

dag,
day

sa
said

rektorn
the_headmaster

och
and

andades
breathed

in
in

och
and

ut
out

lite,
a_little

därför
because

att
that

jag
I

vill
want

önska
wish

er
you

lycklig
pleasant

(1977)resa…
journey
‘I have taken the time (lit. taken myself the time) to come here today, the
headmaster said and breathed in and out a little, because I want to wish
you a pleasant journey…’

b. Bevisar
Prove

jag
I

inte
not

hur
how

jag
I

älskar
love

henne
her

genom
through

att
to

unna
not_begrudge

henne
her

en
a

(1980)bättre
better

tillvaro 
existence

än 
than

den   
the_one

hon
she

kan
can

få 
get

hos
with

mig?
me

‘Am I not proving how I love her by not begrudging her a better life than
the one she can get with me?’

4.1.10 Other verbs
Not all verbs can straightforwardly be classified into one of the semantic cat-
egories defined above. The rest group of ‘other’ verbs contains highly different
kinds of verbs. The goal of the present study is not to explain these outliers in
terms of how they relate to an assumed central sense of the DOC. Some of these
verbs are likely to have developed according to their own individual paths, and
would thus deserve a study of their own. One category consists of verbs denot-
ing a (metaphorical) transfer of the indirect object referent to the referent of the
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direct object. This category is mainly instantiated by the verb underkasta ‘subject
to’, where the referent of the indirect object is brought (literally ‘thrown’) under
the control of the direct object referent (cf. the analysis in Wendt 2013; also see
the brief discussion of partly similar cases in present-day German, with verbs
such as aussetzen ‘expose to’ in Rauth, this volume). In my data, there are two
instances of this verb in the second period (1898–1901) and one in the third period
(1976–1999). In all of these, the direct object denotes the control to which the ref-
erent of the indirect object is subjected (20a). Additionally, there is one rather
curious instance of the verb närma ‘approach’ from the present-day Swedish data
(20b), where the indirect object referent is arguably ‘transferred’ to the referent of
the direct object (the dogs, in this case).

(20) a. Min
my

man
husband

ligger
lies

under
under

behandling
treatment

af
by

skickliga
skilful

läkare,
doctors

och
and

jag
I

har
have

(1900)ej
not

lust
desire

att
to

underkasta
subject

dem
them

er  
your

kontroll.
supervision

‘My husband is currently being treated by skilful doctors, and I do not
wish to subject them to your supervision.’

b. Jag
I

kände
felt

mig
myself

vanmäktig
powerless

i
in

mina
my

försök
attempts

att
to

närma
approach

henne
her

(1977)hundarna…
the_dogs
‘I felt powerless in my attempts to make her approach the dogs…’

A second subcategory of verbs classified in the ‘rest’ group are verbs of ballistic
motion. In all examples of ballistic motion in my data, the verb has an abstract
direct object, together with which it expresses either an abstract event (e.g. throw
sb. a look) or an act of communication (throw sb. a word). The present-day
Swedish example in (21a) is the only instance of a verb of ballistic motion in my
data that does not carry the allative prefix till-, whereas the verb tillkasta ‘to-throw’
(21b) is relatively frequent in the first two periods.

(21) a. (1977)Hon
she

kastade
threw

honom
him

nu
now

en
a

blick
look

över
over

axeln…
the_shoulder

‘She now threw him a look over her shoulder…’
b. …och

and
hon
she

såg
saw

lifslefvande
life_living

för
for

sig
herself

den
the

rusiga
intoxicated

nymfen,
the_nymph

som
who

(1900)från
from

droskan
the_cab

till-kastat
to-thrown

dem
them

ett
a

skärande
piercing

hånskratt…
scornful_laugh

‘…and she pictured the intoxicated nymph in the flesh, who from the cab
had to-thrown them a piercing scornful laugh…’
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Another outlier is the verb ta ‘take’, which is only used in a specific construction
where the subject is the expletive pronoun det ‘it’ and the direct object denotes
a unit of time, followed by an infinitive phrase referring back to the subject (22).
This lexically specific construction only occurs in the late 20th‑century data. It
would be possible (as one of the reviewers suggests) to place this verb among
the verbs of dispossession (also cf. Herriman 1993: 187, who classifies English
take on par with cost). However, since the use of the verb in the DOC is highly
idiosyncratic in comparison with the instances of the construction discussed in
Sections 4.1.1 to 4.1.9, it might be more reasonable to treat the double object use of
the verb ta as a construction in its own right rather than as part of a subcategory
of the general DOC.

(22) (1977)Det
it

skulle
would

ta
take

honom
him

tre  
three

år
years

att
to

få
get

tillbaka
back

det.
it

‘It would take him three years to get it back.’

The remaining verbs that have been assigned to the ‘other’ category form more or
less fixed expressions. The most frequent among such expressions are hålla ngn
sällskap ‘keep sb. company’, slå ngn en signal ‘give sb. a call’, spela ngn ett spratt
‘play a joke on sb.’ and vända ngn ryggen ‘turn one’s back on sb.’. The last of these,
vända ngn ryggen is mentioned in Barðdal (2007), who assigns it to a category of
its own, verbs of motion. In my data, the expression occurs in all periods, and is
relatively frequent throughout.

4.2 Quantitative overview of the data

All occurrences of the DOC retrieved through the corpus search were annotated
for semantic category. Table 5 shows the type and token frequencies of the dif-
ferent semantic categories, in both absolute and relative numbers (i.e. relative to
the construction as a whole). Statistical significance was established using Chi-
square-tests and, in a few cases, the Fisher Exact test.

The figures in the table reveal several interesting tendencies in the develop-
ment of the Swedish DOC. First, we may note that there are no significant changes
whatsoever regarding the type frequencies of the semantic categories (i.e. the
number of individual verb types instantiating each category). Not surprisingly,
verbs of transfer constitute the largest class in terms of number of attested verb
types in each of the three periods. However, the dominance of this category is
much more discernible when considering the aggregate token frequencies of the
verbs instantiating the category. The relative token frequency is 43% in the first
period and grows continuously throughout the entire investigated time frame.
The increase in relative token frequency of verbs of transfer is statistically sig-
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Table 5. Type and token frequencies of the verbs instantiating each semantic category in
the three periods (significant changes from one period to the next are marked with
asterisks: *** =p <.001, ** =p <.01, * =p <.05)

Categories 1800–1844 1898–1901 1976–1999

Absolute
frequency

Relative
frequency

Absolute
frequency

Relative
frequency

Absolute
frequency

Relative
frequency

Transfer Types  43 25.3%   49 23.4%   35 24.1%

Tokens 798 43.1% 3,462 ***50.9%   4,104 ***68.7%  

Future transfer Types  19 11.2%   25 12.0%   15 10.3%

Tokens 106  5.7%  348  5.1%  227 ***3.8% 

Dispossession Types  11  6.5%   21 10.0%   10  6.9%

Tokens  84  4.5%  343  5.0%  134 ***2.2% 

Hindrance Types   9  5.3%   11  5.2%    8  5.5%

Tokens  50  2.7%  115 **1.7%    78  1.3%

Causation Types   9  5.3%   10  4.8%   10  6.9%

Tokens  101  5.5%  465 *6.8%  184 ***3.1% 

Communication Types  37 21.8%   33 15.8%   19 13.1%

Tokens 306 16.5%  869 ***12.8%    563 ***9.4% 

Creation/
obtaining

Types  18 10.6%   29 13.9%   22 15.2%

Tokens 290 15.7%  818 ***12.0%    347 ***5.8% 

Benefaction/
malefaction

Types   9  5.3%    5  2.4%    1  1.4%

Tokens  15  0.8%    8 ***0.1%     1 <0.1%

Attitude Types  11  6.5%   18  8.6%   13  9.0%

Tokens  77  4.2%  222  3.3% 114 ***1.9% 

Other Types   4  2.4%    8  3.8%    11  7.6%

Tokens  23  1.2%  147 *2.2%  221 ***3.7% 

Total Types 170 100.0%  209 100.0%  144 100.0%

Tokens 1,850 100.0% 6,797 100.0% 5,973 100.0%

nificant both between the first two periods (χ2 =35.077, df =1, p =3.168e–09) and
between the last two periods (χ2 =413.74, df= 1, p <2.2e–16). As is shown in Table 9
in Section 5.1 below, the expansion of the category is mainly caused by a rise in
the use of the verb ge ‘give’, which increases from a relative frequency of 19% in the
early 19th century to 57% in present-day Swedish. The increase of this particular
verb is thus much more pronounced than that of the whole category as such.

Another category the distribution of which changes over time is verbs of com-
munication. Unlike verbs of transfer, verbs of communication show a statistically
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significant decrease in relative token frequency, i.e., the proportion of commu-
nication tokens relative to all other tokens is significantly lower in period 2 as
compared to period 1 (χ2 =17.148, df= 1, p =3.457e–05), and again in period 3 as
compared to period 2 (χ2 = 35.698, df =1, p =2.304e–09). There is also a tendency
towards a decrease in relative type frequency (albeit not at a statistically sig-
nificant level). As was shown in Section 4.1.5, these numbers indeed suggest an
ongoing change in the use of communication verbs in the DOC. In present-day
Swedish, the use of verbs of communication in the DOC is restricted to a limited
number of relatively common verbs, e.g. visa ‘show’, lära ‘teach’ and säga ‘tell, say’,
where the high token frequency of each individual verb probably works as a con-
serving factor, maintaining the double object syntax for these verbs (cf. Bybee and
Thompson 1997).

Somewhat similar tendencies are found with verbs of creation and obtaining,
which also undergo a decrease in relative token frequency, which is statistically
significant both between period 1 and period 2 (χ2 =16.931, df =1, p= 3.876e–05)
and again between period 2 and period 3 (χ2 =147.86, df= 1, p <2.2e–16). However,
the reduced token frequency can by and large be explained by changes in the use
of a single verb, in this case a decrease in the use of the verb göra ‘do, make’ with
double object syntax (from constituting 10% of all instances of the DOC in the
early 19th century to a mere 3% in present-day Swedish). Despite this decreasing
token frequency, the type frequency of verbs of creation and obtaining remains
relatively high. This combination of a relatively high type frequency and a lower
token frequency (i.e. a relatively high type-to-token ratio) suggests that verbs of
creation and obtaining have at some point (at least) formed a mildly productive
cluster within the DOC (cf. Goldberg 1995: 135).

A further category which stands out concerning its development over time
are verbs of benefaction and malefaction. The token frequency of these verbs goes
from small to negligible over the investigated period, and already in the second
period, verbs of benefaction and malefaction only contribute 0.1% of all instances
of the DOC. This decrease between the first two periods is statistically significant,
which due to the low number of tokens was established using the Fisher Exact test
(p =7.181e–06; OR =6.934894). In contrast, it is interesting to note that in the first
two periods, the number of individual types is around half as high as the num-
ber of tokens, resulting in a type-to-token ratio of 50% for this particular category,
which is higher than for any other category in the data. This suggests that, despite
its low token frequency, the category might be seen as mildly productive at least
in the 19th century. Also, unlike most other categories, there does not seem to be
any verb within this category that shows signs of forming a lexicalized expression
with double object syntax. Since quite a substantial part of the occurrences of the
DOC in present-day Swedish appear to be the result of at least semi-lexicalized
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expressions, the lack of such a lexicalization process with verbs of benefaction and
malefaction might constitute part of the reason why these verbs have ceased to
occur in the DOC.

The remaining semantic categories, i.e. verbs of future transfer, verbs of dis-
possession, verbs of hindrance, verbs of causation and verbs of attitude, do not
undergo striking changes in their distribution. For most of them, there is a sig-
nificant decrease in their relative token frequency from the second to the third
period, but this is most reasonably interpreted as a natural consequence of the
high increase in the relative token frequency of verbs of transfer.5 In addition,
there is a statistically significant increase in the category “other verbs” both
between period 1 and period 2 (χ2 = 5.9107, df =1, p =.01505) and between period 2
and period 3 (χ2 = 26.298, df= 1, p =2.926e–07). The increase between the second
and third periods is mainly due to the high token frequency of the verb ta ‘take’ in
period 3 (see Section 4.1.10 above).

5. Discussion

5.1 The semantic development of the Swedish DOC in the light of other
constructional changes

The results presented in Section 4 seem to point towards a case of semantic spe-
cialization, where the Swedish DOC has become increasingly associated with
verbs of transfer whereas verbs of benefaction and malefaction (where there is no
notion of transfer involved) have disappeared from the construction more or less
entirely. This tendency mirrors the developments previously observed for English
(Colleman and De Clerck 2011; Zehentner 2018) and Dutch (Colleman 2011).

While there are no significant changes in type frequency when the different
semantic categories are compared, there is in fact a general tendency towards
a decreasing type frequency of the DOC in general. The figures in Table 5 in
Section 3 show that the total number of types in the present-day Swedish data is

5. Statistically significant decrease of verbs of future transfer between period 2 and period
3 (χ2 =15.971, df=1, p=6.431e–05). Statistically significant decrease of verbs of dispossession
between period 2 and period 3 (χ2 =68.684, df=1, p<2.2e–16). Statistically significant decrease
of verbs of hindrance between period 1 and period 2 (χ2 = 7.4067, df=1, p=.006498). Statistically
significant increase of verbs of causation between period 1 and period 2 (χ 2 =4.3159, df=1,
p=.03776) followed by a statistically significant decrease between period 2 and period 3
(χ2 = 92.432, df=1, p<2.2e–16). Statistically significant decrease of verbs of attitude between
period 2 and period 3 (χ2 =22.343, df=1, p=2.28e–06).
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144 compared to 170 in the first period. While this may not seem like a major
decline in type frequency, it ought to be taken into account that the present-day
Swedish data was taken from much larger corpora and that the total number of
tokens of the DOC is much higher in the third period than in the first period. If
we consider the type-to-token ratio of the DOC in these two periods, we see a
decrease from 0.09 in the first period to 0.02 in the third period.

The decreasing type frequency of the DOC is also illustrated by the figures in
Table 6. The figures in the table have been drawn from the mean type frequency
out of ten random samples of 1,000 tokens from each period and can thus be seen
as a standardized measure of the type-to-token ratio of the DOC over the three
periods, i.e. as a measure of lexical variation. Here as well, we see a steady and
gradual decrease in type frequency, with the number of types per 1,000 tokens
falling from 132 in the early 19th century to 77 in present-day Swedish.

Table 6. Number of types per 1,000 tokens

Period Types per 1,000 tokens

1800–1844 132

1898–1901 108

1976–1999  77

The figures in Table 6 hint at a possible decline in the productivity of the con-
struction. As is shown in Table 7, the decreasing type frequency of the DOC is
accompanied by a steady decline in text frequency as well. Text frequency, i.e.
the number of occurrences of the construction in the corpus (cf. Hilpert 2013), is
normalized to the number of instances per one million words.6 Table 7 shows the
number of instances of the DOC per one million words in each period. (This only
includes those instances of the DOC that were captured using the search string
presented in Section 3. The total number of double object instances is higher for
each period, but there is no reason to believe that the number of instances that
have been attained using the current method would not be representative for each
period.) Table 7 clearly shows that the DOC is decreasing in use, and at quite a

6. My use of the notion of text frequency is different from my use of token frequency, cf. Table 5
above. While I take text frequency to refer to the number of times the DOC occurs in each cor-
pus, normalized to a measure of the number of instances per one million tokens, I use token
frequency as a measure of the number of instantiations of a particular semantic category, aggre-
gating over the different instantiating verbs. This means that my measure of text frequency is
a normalized measure, concerned with the overall size of the corpus, while token frequency is
not.
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fast pace at that. From the early 19th century to the late 20th century, the text fre-
quency of the DOC has been reduced by almost 50%.

Table 7. Instances of the double object construction per one million words

Period Instances of the DOC per million tokens

1800–1844 840

1898–1901 691

1976–1999 445

The concurrent tendencies of a decline in both type frequency and text frequency
suggest a decrease in the productivity of the DOC in Swedish. It is important to
note that these tendencies cannot be attributed to the loss or major decline of any
entire semantic category. (The loss of verbs of benefaction and malefaction does
not have a major impact on the type and text frequency of the construction as a
whole, since the token frequency of this category was low already in the early 19th
century.) There is thus no obvious tendency towards an increase or decrease in
semantic coherence, which means that the construction has more or less the same
semantic scope in present-day Swedish as it had in the early 19th century.

While both the text frequency and the overall type frequency of the DOC are
decreasing, the most frequent verbs in the construction seem to be retained sim-
ply by virtue of their high token frequency, which serves as a conserving factor
(cf. Bybee and Thompson 1997), allowing these verbs to continue to occur in the
DOC. The most evident case in point is the verb ge ‘give’, which constitutes an ever-
larger share of all instances of the construction. This is illustrated in Table 8, which
shows the five most frequent verbs in each period. In fact, the increase in relative
frequency of the verb ge is quite extreme, and in the present-day Swedish data the
verb accounts for more than half of all occurrences of the construction. This means
that the increase in the transfer category is in fact mainly an increase in the use of
one particular verb. A similar lexical conservation tendency can be seen with the
verb visa ‘show’, which has a relative frequency of around 5% throughout the inves-
tigated period, even though the token frequency of verbs of communication as a
category has been steadily decreasing since the early 19th century.

5.2 Comparison with other Germanic languages

As pointed out, the developments observed in the Swedish DOC over the last
two centuries quite clearly mirror those found in the history of the corresponding
constructions in English and Dutch. Most evident is the semantic specialization
that has made the transfer sense more prominent during the investigated period.
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Table 8. Five most common verbs in the double object construction in each period

1840–1844 1898–1901 1976–1999

Verb Tokens Rel.
freq.

Verb Tokens Rel.
freq.

Verb Tokens Rel.
freq.

ge ‘give’   369  19.2% ge ‘give’ 1,855  27.3% ge ‘give’ 3,390  56.8%

göra ‘do,
make’

  188  10.2% göra ‘do,
make’

  505   7.4% visa
‘show’

  346   5.8%

visa
‘show’

  109   5.9% räcka
‘hand’

  343   5.0% räcka
‘hand’

  252   4.2%

lämna
‘leave’

  106   5.7% visa
‘show’

  336   4.9% göra ‘do,
make’

  181   3.0%

räcka
‘hand’

   75   4.1% lämna
‘leave’

  290   4.3% erbjuda
‘offer’

  115   1.9%

(…) (…) (…) (…) (…) (…) (…) (…) (…)

Total 1,850 100.0% Total 6,797 100.0% Total 5,973 100.0%

This tendency is parallel to what has happened in English and Dutch, although
the changes in English seem to have taken place a few centuries earlier than in
Dutch and especially Swedish. However, as was shown in the previous section, a
closer scrutiny suggests that the increased use of verbs of transfer in comparison
to all other semantic categories in the Swedish DOC is mainly a reflection of the
increase in the use of the verb ge ‘give’.

Another similarity with English and Dutch is the (almost complete) loss of
verbs of benefaction and malefaction used in the Swedish DOC. In English, these
verbs had disappeared from the DOC already by the end of the 15th century
(Zehentner 2018), whereas a corresponding change seems to have taken place
more recently in Dutch (Colleman 2010) (also see Nielsen and Heltoft, this vol-
ume, for an account of the marked status of benefactive ditransitives in present-
day Danish). The loss of verbs of benefaction and malefaction also seems to point
in the direction of semantic specialization of the construction, or at least a step
away from the DOC having a central sense of ‘indirect affectedness’ to the central
sense of the construction instead being that of transfer or caused-possession (cf.
Zehentner 2018, and Section 2.2 above).

Another finding of interest is the almost total absence of verbs of ballistic
motion in the Swedish DOC. Out of the more than 14,000 instances of the DOC
that form the foundation of the present study, there is not a single occurrence
of a verb of ballistic motion with a concrete object. Verbs such as kasta ‘throw’
and tillkasta ‘to-throw’ do occasionally occur in the data, but always with abstract
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direct objects. This fits well with the observation in Barðdal, Kristoffersen, and
Sveen (2011:60) that double object uses of verbs of ballistic motion are virtually
absent from the modern North Germanic languages. An exception is found in
the archaic Swedish dialect of Överkalix, where a few verbs of ballistic motion do
occur in the DOC (Barðdal 2007: 23). Barðdal (2007: 18) also identifies one exam-
ple of a verb of ballistic motion in the DOC in Old Icelandic. Interestingly, how-
ever, the example cited by Barðdal has an abstract direct object, exactly like the
examples in the present Swedish data set. Nonetheless, the use of verbs of ballistic
motion with concrete objects in the Swedish DOC has been reported in the liter-
ature (Falk 1990: 72; Sjögreen 2015: 55). These stray examples reported in the liter-
ature indicate that verbs of ballistic motion are not entirely incompatible with the
Swedish DOC. Still, the fact that no such examples have appeared in my sample
of more than 14,000 instances of the DOC over the course of 200 years strongly
indicates that this is a highly marginal phenomenon.

It has also been observed that the use of verbs of communication in the
Swedish DOC has decreased, which is a development that also mirrors the
changes in the Dutch DOC (see Colleman 2011). This is the category where we
find the clearest tendency towards a decrease in type frequency, with verbs of
communication constituting a mere 13% of all ditransitive verb types in present-
day Swedish, compared to 22% in the early 19th‑century data. The developments
identified in the use of verbs of communication in the DOC clearly suggest a
decrease in the productivity of the construction with verbs of this semantic cat-
egory. Those verbs of communication that occur in the DOC in present-day
Swedish are mostly of relatively high frequency (e.g. fråga ‘ask’, meddela ‘inform’,
lära ‘teach’, säga ‘say, tell’ and visa ‘show’), whereas the verbs that have ceased to
be used in the DOC occurred with relatively low token frequency already in the
first period (e.g. förkunna ‘announce’ and skildra ‘depict’).

Finally, an issue that has been mentioned only in passing is the abundance of
verbs with (mainly stressed) prefixes occurring in the DOC, especially in the first
two periods (e.g. tillkasta ‘to-throw’, avskrämma ‘from-frighten’, frånhända ‘from-
hand’). The use of these verbs in the DOC in 19th‑century Swedish resembles the
situation in present-day Dutch (cf. Colleman 2009). These verbs, which should
probably be seen as part of a more formal register and not really representative of
the everyday language in the 19th century (cf. Beckman 1964:211), seem to have
simply gone out of fashion in the 20th century. Consequently, the decrease in text
frequency and overall type frequency of the DOC observed in the data might to
some extent be the result of the discontinued productivity of an entire morpho-
logical word formation pattern.
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6. Conclusion

This paper has presented a study on the semantic range of the DOC in 19th‑
and 20th‑century Swedish. The study has shown that throughout this period, the
Swedish DOC occurs with verbs of transfer, future transfer, dispossession, hin-
drance, communication, causation, creation and obtaining as well as verbs of atti-
tude. Verbs of benefaction and malefaction (e.g. öppna ‘open’ and spärra ‘block’)
are found in the 19th‑century data, but do not occur in the DOC in present-day
Swedish. When the different semantic categories are compared, an increase in rel-
ative token frequency can be observed for verbs of transfer, whereas most of the
other categories have decreased in relative token frequency, especially between
the second period (1898–1901) and the third (1976–1999) period. The clearest ten-
dencies towards a decline, in terms of relative token frequency, are found with, on
the one hand, verbs of communication and, on the other hand, verbs of creation
and obtaining. Both these categories seem to undergo a gradual decline from the
early 19th century onwards.

The findings presented in this chapter suggest that since the beginning of the
19th century the Swedish DOC has undergone a process of semantic specializa-
tion, similar to that which has taken place in the history of the corresponding
double object constructions in English and Dutch. This narrowing of the con-
struction’s semantics is most evidently seen in the increase in the use of verbs of
transfer in the construction at the expense of several other semantic categories.
The fact that the transfer sense has become more central to the Swedish DOC is
also evidenced by the discontinued use of verbs of benefaction and malefaction,
which denote a sense of caused indirect affectedness rather than caused change
of possession. In addition, further investigation revealed that the Swedish DOC
has decreased radically in text frequency, being almost half as frequent in present-
day Swedish as in the early 19th century. This decrease in text frequency has been
accompanied by a general reduction in the type frequency of the DOC, which
indicates that the construction has become less productive over the last two cen-
turies. Finally, it has been established that the increase in relative frequency of the
verbs in the transfer category is largely due to an increased relative frequency of
the verb ge ‘give’. This verb frequently occurs in the DOC and can be used with a
wide range of direct objects. In contrast to ge, many other verbs occurring in the
DOC in present-day Swedish seem to have formed more or less fixed expressions
(e.g. säga ngn en sak ‘say sb. something’), further suggesting a decrease in produc-
tivity for the construction on a more schematic level.
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Indexicality across the boundaries
of syntax, semantics and pragmatics
The constructional content
of the Danish free indirect object

Peter Juul Nielsen and Lars Heltoft

In Danish, indirect object (IO) constructions fall into two main classes:
(1) the three-argument valence-governed pattern and (2) the free indirect
object construction. The free IO is a constructional extension to certain
types of monotransitive constructions and verbs; by contrast, the valence-
governed IO is a manifestation of the third argument of three-place verb
stems in (prototypically) transfer constructions. The free indirect object
(free IO) in Modern Danish presents an intricate problem, calling for con-
cepts and solutions not normally connected with constructional syntax. Its
frequency is extremely low, and intuitions about its acceptability vary
according to basic speech act type. In assertive contexts, it comes across as
old-fashioned and is hardly productive; in regulative contexts, by contrast,
it retains full productivity. The few positive results yielded by a corpus
search are almost exclusively examples of free IOs in regulative contexts.

Indexicality, as used especially in morphology by Henning Andersen and
Raimo Anttila, is the key concept of our analysis. An IOnp must identify its
argument by pointing indexically to some aspect of the predicate’s seman-
tics, but since – in the case of free IOs – there is no third argument A3 in the
verb’s valence schema, there is apparently nothing for the free IO to index.
In special cases, however, most importantly in regulative contexts, the free
IO finds an alternative indicatum by pointing to features of the performative
situation. Our findings indicate the need for a grammatical theory that
allows syntactic rules to be not only semantically, but also pragmatically
sensitive.

Keywords: indirect object constructions, constructional meaning, free
indirect object, indexical meaning, valence, speech acts, reflexive
morpheme, regulative speech acts, symbolic meaning
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1. Introduction

This chapter’s focus is on a specific problem within the field of indirect object
constructions, namely the free indirect object (IO) in Modern Danish.

The free indirect object is a grammatical option that has lost ground during the
past two hundred years due to semantic changes in the indirect object construction
schema. As we will show, these changes have led to a split between fully valence-
borne ditransitive patterns and the patterns containing free indirect objects.

Synchronically, two main construction types allow indirect objects. One con-
sists of three-argument predications, prototypically denoting an Agent’s transfer
of an Object to a Recipient (the transfer schema); this schema is isomorphic to
the valence schema of three-place predicates denoting transfer. The other one is
the so-called free indirect object construction: Its construction schema also com-
prises an argument with a Recipient role, but the valence schema of the relevant
verbs is not ditransitive, but monotransitive, and the verbs denote production and
obtainment, not transfer. The free IO is called ‘free’ because it is an optional exten-
sion to the schema of the sentence nucleus, not because it is a free adjunct.

The free indirect object presents a tricky problem. In Modern Danish, it is pos-
sible in regulative contexts such as (1a), but old-fashioned and next to unproduc-
tive in assertive context, which is the reason for the use of a question mark in (1b).

(1) a. Vil
will

du
you

købe
buy

mig
me

en
a

pakke
pack

cigaretter
cigarettes

med?
along?

‘Will you buy me a pack of cigarettes?’
b. ?Han

he
købte
bought

mig
me

en
a

pakke
pack

cigaretter
cigarettes

med.
along

‘He bought me a pack of cigarettes.’

These intuitions are corroborated by a corpus study based on the LANCHART
corpus of spoken Danish, the results of which are presented in detail in Section 3
(also see Nielsen 2019). Our theoretical background is the Danish functional
grammar tradition (Engberg-Pedersen et al. 1996, 2005; Harder 1996), which
integrates a functional grammar approach with basic views from European struc-
turalism. While we cannot go into detail about this framework in the present
chapter, an important assumption of our approach is that syntactic constructions
always consist of an expression level and a content level: Syntax is a sign sys-
tem, and any syntactic difference can correspond to a semantic difference and
will normally do so. In contrast to the complete abandonment of the syntax/lexi-
con distinction that is characteristic of work in mainstream Construction Gram-
mar (e.g. Goldberg 1995:7; 2006:5, 64; Trousdale 2014), we maintain a difference
between lexically governed combinatorics (valence) and rules of free syntactic
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construction. The latter may be independent of lexical categories (e.g. the oblig-
atory status of the subject in languages such as English, French and Danish, tra-
ditionally described as the exocentric relation between subject and finite verb
in these languages), but they can also point back to lexical preconditions. With
respect to the free IO, it can be observed that not every verb stem will allow an
extension by a free IO, only those meaning obtainment or production. Such verbs
do not lexically govern an IO argument. Taking (1b) as an example, the mono-
transitive version han købte en pakke cigaretter ‘he bought a pack of cigarettes’
has no obligatory IO argument; købe is a two-place verb and (1b) exemplifies a
free constructional extension of the nucleus of the sentence. Many existing Con-
struction Grammar analyses of indirect object constructions in Germanic lan-
guages – e.g. Goldberg (1995), Barðdal (2007), Barðdal, Kristoffersen and Sveen
(2011), Colleman (2011), and Colleman and De Clerck (2011) – do not make a
fundamental distinction between examples of the kind He gave me a pack of
cigarettes and examples of the kind He bought me a pack of cigarettes, treating
them as both exemplifying the same schematic construction. We depart from
such analyses in that we do distinguish two different indirect object construc-
tions (see Section 2.2 for further elaboration); the label “ditransitive” is only used
with respect to three-place verbs here, i.e. those with a Recipient in their valence
schema, which thus occur in the valence-governed IO construction.

We will present an analysis of the semantic and syntactic differences between
the two types of indirect object constructions, including a proposal for how to
explain the unusual and unexpected distribution of the free IO, favouring con-
texts that can be interpreted as regulative speech acts.

In clauses manifesting the three-argument transfer schema, the Modern Dan-
ish IOnp identifies its referent by pointing indexically to some aspect of the predi-
cate’s semantics.1 Since the free indirect object’s referent, by contrast, is not part of
the verb’s valence schema, there is apparently nothing to index, and this indexical
paradox, we claim, is the reason why simple declarative uses are rare. In special
cases, however, the paradox is solved by the free IO finding an alternative indica-
tum by (a) pointing to extensions of the verb’s semantics that add extra content
beyond the valence schema, or by (b) indexing features of the performative situ-
ation, namely the speaker’s preparatory assumptions in certain regulative (direc-
tive and commissive) speech acts about the hearer’s or the speaker’s interest in
the carrying out of the action described by the propositional content. Our central
focus will be on the latter case.

1. The Danish IO argument can have either NP expression or PP expression (Section 2.1).
When relevant, the type of argument expression is specified, as IOnp and IOpp, respectively.
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The remainder of the chapter is structured as follows: Section 2 provides an
overview of the structure of valence-governed and free IO constructions (2.1–2.2),
elaborates on the difference between them with respect to the passive voice (2.3),
discusses restrictions on the occurrence of the free IO (2.4), and, finally, intro-
duces the word-order-borne indexical function of the IO (2.5), including an
explanation of the difference between indexical and symbolic function. Section 3
presents the findings from a corpus investigation of the relevant IO constructions
that is described in more detail in Nielsen (2019). In Section 4, we analyse the
three main contexts of the free IO. The first is the reflexive construction in which
the indexical paradox does not arise (4.1); in the second type of context, the solu-
tion provided to the indexical paradox is a lexical one, i.e. the verb’s meaning adds
extra content. This will be illustrated mainly on the basis of the monotransitive
verb skaffe ‘procure’, which encodes the presupposition that someone is interested
in being the Recipient of the referent of the DO; another, relevantly similar exam-
ple is skrive ‘to write’ (4.2). In the third context, the paradox is solved by speak-
ers reanalysing the content of the IO to index features of the pragmatic context.
As a result, free IOs can index presupposed felicity conditions of certain regu-
lative speech acts (4.3). In Section 4.4 we discuss an apparent counterexample,
and in Section 4.5 we refute a possible counterargument. Section 5 presents a fur-
ther discussion and reflects on the wider theoretical relevance of our analysis, and
Section 6 concludes the chapter with a brief summary of the major findings.

2. The structure of IO constructions

We will refer to the three arguments of indirect object constructions as A1, A2, and
A3, labels which reflect their semantic hierarchy: Intransitives need an A1 sub-
ject, transitives are extended by an A2 object, and to such transitives an A3 indi-
rect object can be added, given the necessary semantic conditions. This argument
numbering abstracts away from the actual position of the corresponding NPs in
the clause: on the level of syntactic expression structure and word order, the indi-
rect object NP can of course precede the direct object NP.

Danish IO constructions form two major classes, named after the semantic
function of the indirect object: (a) the transfer construction, with a conceptually
obligatory Recipient argument (A3) as the content of the indirect object,2 and (b)

2. We name the three-argument valence-governed construction after its prototypical content.
Unlike for instance Barðdal (2007) and Colleman and De Clerk (2011), our aim is not to provide
a detailed study of the semantic domains covered by this construction, i.e. of all the subsenses
next to prototypical transfer.
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the free IO construction, with an A3 that is a possible extension to the semantics of
the construction’s verb, not a conceptually necessary part of its meaning.

2.1 The three-argument transfer construction

The valence-governed IO construction is exemplified in (2), with the verb forære
‘give as a present, give away for free’.

(2) Klient-en
client-def

forærede
gave_as_a_present

advokat-en
lawyer-def

en
a

flaske
bottle

whisky.
whisky

‘The client gave the lawyer a bottle of whisky (as a present).’

We will describe constructions in terms of their semiotic structure, i.e. as signs
with a content level and an expression level. For simplicity’s sake, we will describe
their content level in terms of a predicate (simple or complex) and a set of argu-
ments. Their expression level is laid out in terms of syntactic constituents, NPs
and PPs. The verb forære will match a constructional specification such as (3), the
constructional pattern behind Example (2).

(3) forære ‘give as a present’:

The lines in (3) are simple representations of the sign relations between the con-
tent level and the expression level of syntax. Below, arrows will be used to indi-
cate specific types of sign relations, namely symbolic and indexical relations; the
reader should be aware of this difference.

The numbering of the NPs refers to their characteristic positions in the word
order system (topology) of Danish. The subject position precedes the object posi-
tions, and the position for IOnp precedes that of the DOnp, hence the numbers
NP1, NP2 and NP3 (see the beginning of this section for the differently motivated,
i.e. semantic-hierarchical, distinction between A1, A2, and A3).

Instead of the NP2 manifestation of the Recipient role shown in (2), a PP
manifestation is possible as well (the unmarked preposition is til ‘to’), as in (4).

(4) Klient-en
client-def

forærede
gave_as_a_present

en
a

flaske
bottle

whisky
whisky

til
to

advokat-en.
lawyer-def

‘The client gave a bottle of whisky to the lawyer (as a present).’

This IOpp will always follow a DOnp. Its constructional layout is as in (5):
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(5) forære ‘give as a present’:

This kind of variation is often described as the dative alternation in the literature
about English and other languages (Green 1974; Rappaport Hovav and Levin
2008, among many others). In terms of traditional syntactic functions, this is the
alternation between NP indirect objects (IOnp) and PP indirect objects (IOpp); in
terms of syntactic patterns between NP1 NP2 and NP2 PP, and in terms of align-
ment types (Haspelmath 2015) between neutral and indirective alignment, respec-
tively.3 In our terminology, the clauses in (2) and (4) exemplify a constructional
paradigm, in that they are constructional alternatives within the same semantic
frame (Nørgård-Sørensen, Heltoft, and Schøsler 2011:81–86). In the paradigm for
IO constructions, the IOpp is the default option in present-day Danish, whereas
the IOnp has specialised semantically, especially where the free IOnp is concerned
(see Section 2.5.4).

In principle, the constructional perspective is different from the valence per-
spective, which emphasises the lexical characterisation of a predicate stem in
terms of its characteristic, governed complements. However, in cases like (2) and
(4), this difference may not seem obvious, since the relation between the con-
struction schema and the valence schema seems to be isomorphic. We shall return
to this in Section 2.5, and especially Section 2.5.3.

2.2 The free IO construction: A categorial constructional extension,
not a valence role

The free IO construction also has an argument with a Recipient role, as exempli-
fied in (6)–(8) (and 1a above).

(6) Laver
make.prs

du
you

dem
them

ikke
not

lige
just

et
a

par
couple

ostemadder?
cheese_sandwiches?

‘Would you make them (viz. the children) some cheese sandwiches?

3. The third main type distinguished by Haspelmath is secundative alignment, as exemplified
by English They provided us with masks. We will not be concerned with secundative construc-
tions in this chapter.
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(7) Skær
cut.imp

dem
them

en
a

skive
slice

rugbrød
rye bread

hver.
each

‘Cut them each a slice of rye bread.’

(8) Skal
Shall

jeg
I

hente
fetch

os
us

et
a

par
couple

øl?
beers

’Should I get us a couple of beers?’

For reasons to become clearer below, these examples are all regulative speech
acts (Habermas 1971, comprising the commissives and directives of Searle 1979).
The verbs in this construction do not denote transfer but rather production and
obtainment; verbs such as lave ‘make’, skære ‘cut’, hente ‘bring, fetch’, købe ‘buy’
and smøre ‘butter, smear, spread’ do not imply any transfer, Recipient meaning or
change of possession when used in simple monotransitive constructions as verbs
of production (9) or of obtainment (10).

(9) Han
he

smurte
spread

et
a

par
couple

ostemadder.
cheese_sandwiches

‘He spread some cheese sandwiches.’

(10) De
they

hentede
fetched

en
a

cykel.
bicycle

‘They fetched a bicycle.’

Nevertheless, such monotransitive constructions can add Recipient meaning
through constructional extension, as illustrated in (11)–(12). As in the transfer con-
struction with its lexically governed A3, the IOpp is the default member of the par-
adigm for realisation of the A3. Notice that Danish distinguishes the preposition
til ‘to, for’ (Recipient sense) from for ‘for’ (Beneficiary sense), and thus the poly-
semy of English for in Rose baked a cake for Sally does not arise.

(11) Han
he

smurte
spread

et
a

par
couple

ostemadder
cheese_sandwiches

til
to

børn-ene.
children-def

‘He spread some cheese sandwiches for the children.’

(12) De
they

hentede
fetched

en
a

cykel
bicycle

til
to

dame-n.
lady-def

‘They fetched a bicycle for the lady.’

What this extension does is to add the meaning of potential or intended transfer
to the construction. Goldberg (2006:26–33, 2013:21) comments on the distinction
drawn by many linguists between ‘regular ditransitives’ and ‘benefactive’ ditransi-
tives mainly on the basis of their different paraphrases (Mina sent Mel a letter ~
Mina sent a letter to Mel vs. Mina baked Mel a cake ~ Mina baked a cake for Mel).
In her view, this distinction is not very well-motivated: she observes that “both
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types of ditransitive examples pattern alike both semantically and syntactically”
(Goldberg 2013:20). We do not follow this analysis but claim that in Danish, the
valence-governed IO and free IO constructions are in fact semantically and syn-
tactically different.

The type of IO illustrated in (6)–(8) and (11)–(12) is called free, because it is
a semantically optional extension to the schema, not because it is a free adverbial
adjunct. As to the notion of valence, we presuppose Tesnière’s basic distinction
(1959) between actants (semantic and syntactic units governed by the predicate
stem) and adjoncts (adjuncts: linguistic units not governed by the predicate stem,
but possible free extensions). Take the addition of place and time adverbials to
VPs and the addition of sentence adverbials to main clauses as simple examples
of adjuncts. As valence-bound arguments, we count only those that are obligatory
parts of the predication, i.e. those which are governed by the predicate stem (not
its category) and are therefore semantically necessary. An A2 may be omitted in
instances like the two-place verb eat (their daughter is eating vs. their daughter is
eating her Roman pea soup), but the content side retains an A2 slot and an implicit
A2 referent in both examples. Likewise, with quite many verbs of transfer (physi-
cal, communicative or otherwise metaphorical), the A3 need not be expressed, but
still, it is conceptually necessary, cf. my bank offered me an array of attractive loans
vs. my bank offers an array of attractive loans, which necessarily implies a Recipi-
ent to whom this offer is made. This is clear-cut: Adjuncts are never governed by
stems and their semantics, while valence-bound arguments are, by definition.

So-called free IOs are not free in the sense of adjuncts, but in the sense of con-
stituting a constructional extension to the sentence nucleus that is not governed by
the predicate. This does not mean stem semantics is irrelevant. Verbs of produc-
tion and obtainment denote actions that facilitate a possible transfer, in the sense
that they denote actions that can be counted among the preconditions of transfer
(‘there must be something to give to other people’). The verbs of production ful-
fil these preconditions for the free IO, but the free IO is not a slot-filler of some
verb stem and therefore not a valence role. We distinguish three main categories:
valence roles, free (or additive) roles, and adjuncts. Since the verb stem does not
include a Recipient A3 in its meaning, this argument must be expressed by the free
IOpp, and the free IOpp must do so on its own, since no other possible element can
do this job. We illustrated the free IO with IOpp examples here, because of the more
restricted use of the free IOnp, an issue to be investigated below.

The free IO is comparable to the English construction Rose baked Sally a
cake and its alternative Rose baked a cake for Sally, and the meaning ‘intended
or potential transfer’ has of course been noticed and mentioned elsewhere
(Goldberg 1995:35; Shibatani 1996: 168; also see Valdeson, this volume, on similar
uses in Swedish). In some versions of construction grammar, such examples
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are presented in support of the distinction between lexical and constructional
approaches to argument structure, i.e., there is no verb bake with the specific
meaning variant of ‘producing a cake with the intention of offering it to someone
else’ and, consequently, the ‘intended transfer’ meaning can only reside in the
construction. We agree that such a distinction between valence (the lexical analy-
sis of the combinatorial potential of the predicate as following from its meaning)
and the meaning potential of constructions is an important and necessary one.

2.3 The passive alternation

In contrast to German and the Central Romance languages, the free indirect
object constructions in Danish (and the other Mainland Scandinavian languages)
have no passive counterparts. Danish allows the upgrading of IOnps to subject sta-
tus with transfer IO constructions, but not with free IO constructions. Danish has
an obligatory subject rule and with passives, this means that either an upgraded
valence-bound object (direct or indirect) fills the subject position, or, if no
upgrading takes place, a formal, expletive subject is inserted; for the latter, see
(13) below. For Example (4) above, there are two possible ways of upgrading the
transfer IOnp, namely (14a), the normal periphrastic passive construction with the
auxiliaries blive ‘become’ (dynamic meaning) and være ‘be’ (static meaning), and
(14b) with the semi-auxiliary få ‘receive’; in both examples, the downgraded A1
argument is omitted. The free IOnp, by contrast, cannot upgrade in any of these
passive patterns in Danish, as shown in (15).4

(13) Der
there

blev
became

foræret
given_as_a_present

ham
him

en
a

flaske
bottle

whisky.
whisky

‘A bottle of whisky was given him (as a present).’

(14) a. Advokat-en
lawyer-def

blev
became

foræret
given_as_a_present

en
a

flaske
bottle

whisky.
whisky

‘The lawyer was given a bottle of whisky (as a present).’
b. Advokat-en

lawyer-def
fik
got

foræret
given_as_a_present

en
a

flaske
bottle

whisky
whisky

‘The lawyer was given (lit. got given) a bottle of whisky (as a present).’

(15) a. *De
they

blev
became

hentet
fetched

et
a

par
couple

øl.
beers

‘A couple of beers were fetched for them.’

4. Observe that (15b) has an active reading as well which is perfectly grammatical (Hansen and
Heltoft 2011: 718–721; Nielsen 2018). Only the passive sense is relevant here.
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b. *De
they

fik
got

hentet
fetched

et
a

par
couple

øl.
beers

‘A couple of beers were fetched for them.’

The starred Examples (15a)–(b) are unquestionably ungrammatical. We hypo-
thesise that this is due to the complex semantics of the construction, namely that,
since the Recipient argument has no direct relation to the production or obtain-
ment process denoted by these verbs, it cannot serve as its subject. Only valence-
governed IOs can be upgraded to subject status. We shall return to the passive
later in a discussion of the Danish verb skaffe ‘procure’ (Section 4.2).

2.4 Restrictions on the Danish free IOnp

In contrast to German and the Central Romance languages, again, the free indi-
rect object constructions of Danish (and the other Modern Scandinavian lan-
guages) and English have undergone a specialisation process from the 18th
century onwards, cf. Barðdal (2007), Colleman (2011), Traugott and Trousdale
(2013: 71–72), Heltoft (2014), as well as Valdeson, this volume. Characteristic of
both Danish and English is the loss of Afficiary5 meaning, and a contraction of
the indirect object’s meaning potential towards Recipient meaning, the generally
coded meaning of the indirect object with verbs of transfer. Now-obsolete exam-
ples of Afficiary meaning from both languages are found in (16) and (17):

(16) He would expect his wife… to open him the door…
(Early 19th century British English, adapted from Colleman

and De Clerck 2011: 196)

(17) at
to

åbne
open

nogen
somebody

en
a

dør
door

‘to open somebody a door’
(18th century Danish, adapted from Høysgaard 1752:§881)

According to grammatical handbooks, Danish free indirect objects lost ground in
the course of the 19th century, also with respect to Recipient meaning. The early
20th century grammarian Kristian Mikkelsen (1911) judges the free IOs to be only
marginally possible as NP2s, accepting only pronominal IOs, e.g. with the verb
købe ‘buy’ (also see Heltoft 2014: 209). For Mikkelsen, (19), with an IOpp, repre-
sents the default case, while (18) is not found. Free IOnps are only possible with a
weak pronoun, as in (20).

5. This term is from Zúñiga (2011), a cover term for Beneficiary and Maleficiary meaning.
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(18) *Hun
she

har
has

købt
bought

min
my

søster
sister

en
a

hat.
hat

‘She has bought my sister a hat.’

(19) Hun
she

har
has

købt
bought

en
a

hat
hat

til
to

min
my

søster.
sister

‘She has bought a hat for my sister.’

(20) Hun
she

har
has

købt
bought

mig
me

en
a

hat.
hat

‘She has bought me a hat.’

In Section 1 above, we deliberately introduced the free IO construction with
examples of regulative speech acts, see (6)–(8) above: these are markedly different
from the declarative sentences of (18) and (20) in that they can be produced
in everyday speech as fully acceptable, without the formality and old-fashioned
tenor clinging to the declaratives with assertive function.

We obviously need a more fine-grained analysis to tackle this difference. To
do so, we introduce a way of elaborating the description of the relation between
valence schemata (lexical government of arguments) and constructional schemata,
with special focus on situations in which valence and construction are not iso-
morphic. Our basis is Henning Andersen’s application of the difference between
symbolic, indexical and iconic signs (from Peircean semiotics), especially in his
morphological analyses (Andersen 1980, 2010; see also Anttila 1975, 1989).

2.5 Symbolic and indexical relations in the analysis of IO constructions

As we will argue in Section 4.3, we do not think the semantic analysis of predicate-
argument structure can be conducted in terms of semantic roles alone, that is, in
terms of the semantic quality of the arguments. The difference between distinct
semiotic types of sign relations plays a role as well. Henning Andersen has argued
persistently in favour of the need for symbols, indexes and icons as part of the
basic inventory of morphological analysis.6 The prototypical examples of indexes
in Peirce’s theory are natural signs (depending on causal contexts, e.g. smoke as an
index of fire, footprints as an index of wolves and their behaviour), and the like-
wise contextually determined use of personal pronouns and temporal morphemes
as deictic signs, so-called shifters (Jakobson 1957).

6. For a detailed introduction, see Andersen (2010). For a more detailed exposition of the
application to word order, see Heltoft (2019). We are heavily influenced by Andersen’s work,
but are, of course, responsible for our own interpretations and conclusions. This applies to our
notation of indexes and symbols as well.
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The relevant subtype of indexes in this article is the indexing of mental, not
external objects. One prototypical example is the letters A, B, C used for the cor-
ners of a triangle, where, for instance, C symbolises one angle, say the 90o angle
of a right-angled triangle, and indexes angles A and B; or from linguistics, rela-
tive pronouns and relative subjunctions. Such indexes are structure-internal and
can refer to both syntagmatic elements and paradigmatic elements, see Nielsen
(2016: 88–115) for an overview and typology. Indexical sign relations are redun-
dancy relations and will normally presuppose and relate to a symbolic sign rela-
tion elsewhere in the relevant syntagmatic or paradigmatic structure.

Our stance implies that the content side of language – and thus also of con-
structions – cannot be described in terms of symbolic relations alone. Croft
(2001), for instance, deals with semantics solely in terms of what is called symbolic
relations. In Hoffmann and Trousdale (2013), indexicality in our sense is also lack-
ing. It is a general point here that symbolic and indexical relations are necessary
parts of linguistic theory, in particular that constructions of the same synchronic
stage may differ precisely with respect to symbolic and indexical structure, and
that linguistic change – in the present case of IO constructions – can consist in
indexical structure replacing symbolic structure.

2.5.1 Case forms as indexes in lexical IO constructions
Henning Andersen has suggested analyses of syntactic case and of word order in
terms of indexicality (Andersen, personal communication; Andersen (no year)),
and we acknowledge this as a starting point. A German verb like empfehlen ‘re-
commend’ is a three-place verb taking – in his terms – a subject Agent, a DO
Patient and an IO Beneficiary. The verb stem with its syntactic functions and
semantic roles bears the symbolic sign function, and this is the level of valence. At
the constructional level, the syntactic functions are indexed, see (21a)–(b), by the
cases nominative (subject index), accusative (DO index) and dative (IO index),
thereby signaling which referents are to be picked up by which syntactic functions:

(21) a. De-r
the-nom

Rechtsanwalt
attorney

hat
has

de-m
the-dat

Klient-en
client-obl

de-n
the-acc

Börsenmakler
stockbroker

empfohlen.
recommended
‘The attorney recommended the stockbroker to the client.’

b. Er
he.nom

hat
has

ihm
he.dat

ihn
he.acc

empfohlen.
recommended

‘He recommended him to him.’
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2.5.2 Topological positions as indexes in IO constructions
In Danish, the same functions are carried out by the lexical symbol and by the
word order rules determining the positions of the relevant NPs, that is, by word
order as the expression plane of an indexical system.

(22) Har
Has

advokat-en (x)
attorney-def

anbefalet
recommended

klient-en (z)
client-def

børsmægler-en (y)?
stockbroker-def?

‘Has the attorney recommend the stockbroker to his client?

The relevant positional rules of Danish are shown in (23), in which word order
is the only clue to determining who is recommending whom to whom. A yes-no
question has been chosen, in order to fix the subject to its characteristic position
(structural position 3). The IOnp and the DOnp follow the position for the non-
finite verb, and here, the IOnp will always precede the DOnp. The initial position
(X) is empty, and a periphrastic auxiliary construction has been used for the pur-
pose of making clear the positions of the objects.

(23) xv subj v IOnp DOnp

Har advokaten (x) anbefalet klienten (z) børsmægleren (y)?

The details of the symbolic and indexical relations are laid out in Figure 1. In
this figure, and in subsequent figures, vertical arrows stand for symbolic relations,
and slanted arrows stand for indexical relations. For the sake of clarity, we have
marked the arrows with the abbreviations S(ymbol) and I(ndex). Both types con-
nect the expression and content levels.

Figure 1. The indexicality of modern Danish word order: lexical content and
constructional content of IOnp constructions, example anbefal- ‘recommend’.

The positions are part of the expression system, and the bottom line in Figure 1
specifies the positions for subject, indirect object, and direct object (and likewise
in Figures 2–6).
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Case forms and positions in German and Danish, respectively, index the syn-
tactic functions that are part of the valence schema of the predicate. They relate
referents to the relevant syntactic functions. These rather traditional facts are
introduced here to serve as a contrast to the structure of free IOs detailed in the
next sub-section.

2.5.3 The symbolic structure of the free prepositional IO
The free IO, whether it takes the form of an IOnp or IOpp, is a possible extension
or addition to monotransitive constructions with verbs of obtainment and produc-
tion. In a trivial sense, the free IO indexes this preconditioning or facilitating class.

(24) Indexing of 19th and 20th century facilitating verbs
Category of production and obtainment Recipient A3

As a construction, however, the free IO cannot have the same structure as the lexi-
cally based IO-construction. This follows immediately from its additive construc-
tional character. Since the free IO is not a part of the verbal predicate’s semantics
and valence, the verb stem has no A3 recipient slot for the free IO to index –
whether positionally (NP) or morphologically (PP).

We begin with Modern Danish IOpp constructions, as in (11), repeated here as
(25), and in (26). In this construction, the free IOpp manifests the A3 role and ref-
erent symbolically by itself.

(25) Han
he

smurte
spread

et
a

par
couple

ostemadder
cheese_sandwiches

til
to

børn-ene.
children-def

‘He spread some cheese sandwiches for the children.’

(26) Hun
she

har
has

købt
bought

en
a

hat
hat

til
to

min
my

søster.
sister

‘She has bought a hat for my sister.’

Figure 2 shows the structure of modern free IOpps. What is an indexical relation in
the modern valence-bound IOnp, is a symbolic relation here, simply because the
notion of (intended) transfer is not part of the meaning of a verb of obtainment
like købe ‘buy’ or of production like smøre ‘spread’. Subject and direct object posi-
tions are indexical in the same way as in Figure 1, whereas the symbolic content of
the IOpp is coded by the PP construction with the preposition til ‘to’ (rather than
by word order, hence the placement of IOpp in Figure 2 above the line for posi-
tional expression).
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Figure 2. The semiotic structure of the free IOpp with monotransitive verbs, e.g.
smør- ‘spread’, køb- ‘buy’

Constructions have semantic preconditions, and Recipient meanings cannot be
added at will, but only when facilitated. The relation in (24) is characteristic of
the present-day Danish construction but see below for the historic specificity of
this rule. This indexical relation does not mean that the IOpp is a valence role.
Valence roles are governed by the lexical stem of the verb; the relation of facilita-
tion is a much weaker notion. Figure 2 illustrates the division of labour between
valence-bound and free arguments. For clarity of exposition, we have omitted the
indexical arrow of (24) from Figure 2, namely from the potential Recipient mean-
ing of the IOpp to the semantic category facilitating the free IO, i.e. the verbs of
obtainment and production. Only the expression elements defined by position –
the subject and the DO – are placed in the ‘Word order rules’ line of the figure,
whereas the IOpp, which is formally marked by the preposition til ‘to, for’ rather
than by position, is not.

One might ask whether the free indirect object construction is not just a case
of what Berkeley Construction Grammar (Fillmore 2013: 116, 122) calls pumping,
i.e. the derivation from simple lexemes into more complex lexemes, as in Fill-
more’s example she sneezed the foam off the cappuccino (sneeze is not a transitive
verb meaning ‘cause-to-move’). From our narrow definition of valence, it follows
that we cannot view the sneeze example as a case of lexeme-building, i.e. as adjust-
ments of the valence slots of the verbs, but only as ad hoc constructional exten-
sions of a parole-like nature. The free IO construction, on the contrary, reflects a
constructional principle entrenched at least in Indo-European languages from the
beginning of textual tradition, namely constructional symbolic argument struc-
ture, see further Section 2.5.4.
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2.5.4 Symbolic free IONPs of the older language

In Danish and English of the 18th century, the category of verbs facilitating a free
IOnp was wider, comprising probably action verbs in general, as long as these
denote actions that may serve the interest of other people, as visualised in (27)
(for a more detailed description of the structure of the 18th century IO and its
diachronic change, see Heltoft 2014).

(27) Indexing of 18th century facilitating verbs
Category of action Afficiary A3

The 18th century IOnp carries symbolic meaning as well, namely that of signaling
the Afficiary role; cf. Examples (28a)–(b) from Heltoft (2014:221–222), adapted
from the 18th century grammarian Høysgaard. These examples have no transfer
meaning at all but denote that the action described is carried out in the interest of
somebody or on behalf of somebody (cf. also the instances of benefaction/male-
faction in 19th century Swedish discussed in Valdeson, this volume). The structure
is the same as in Figure 3 below, except for the fact that the facilitating verbal cat-
egory is more open, probably involving any transitive action verb. In this period,
the free IOnp carried symbolic meaning.

(28) a. Han
he

skal
must

løse
untie

os
us

knud-en.
knot-def

’He must untie the knot for us (that is: solve the problem for us).’
b. at

to
pløje
plough

nogen
somebody

et
a

stykke
piece

jord
land

‘to plough a piece of land for somebody’

By the mid-19th century, the semantic potential of the free IO is/has been
restricted to the Recipient role (which may be regarded as a more specific type
of Afficiary, cf. Zúñiga 2011: 329; Heltoft 2014: 227), and non-Recipient Afficiaries
are excluded. However, the Recipient is still broad enough to allow potential or
intended Recipients without depending on a realisation of the transfer. Exam-
ple (29) is a 19th century example with a free IOnp denoting the Recipient of a
potential or intended transfer, about a husband intending to provide his wife with
a world of happiness.

(29) Jeg
I

byggede
built

hende
her

en Lykke-Verden…
a world of happiness

‘I built her a world of happiness…’
(ADL. Bergsøe Fra den gamle Fabrik. Poetiske Skrifter II 333)

Following our analysis, both (28a)–(b) and (29) are examples of free IOnps carry-
ing a symbolic meaning. The semantic relations are described in Figure 3.
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Figure 3. Free IOnp in mid–19th century danish category of verbs of production
and obtainment, example bygg- ‘build’

At this stage, the position for IOs could still carry symbolic meaning, namely with
free IOnps, whereas valence-bound IOnps were indexical. During the second half
of the 19th century, the facilitating classes of verbs specialise to production and
obtainment, and crucially, symbolic meaning is replaced by indexicality. The free
IOnp points to somewhere else as the bearer of the symbolic meaning, now no
longer of the Afficiary role, but of the Recipient role. Note that this indexing of a
Recipient role locus is different from the indexing of facilitating verbs shown in
(24) and (27). The facilitating verbs are a precondition for the extension with a
non-valence-governed A3, whether this free A3 carries its semantic role symboli-
cally by itself or not; what we are dealing with here is the way in which a free IOnp

acquires an argument role that it does not provide itself.
We have seen that PP arguments can have symbolic function and that the

position of NP arguments can have symbolic function as well. Inflectional case
systems can be indexical (recall the example of German above) and symbolic
inflectional case systems are represented to some extent by older Indo-European
languages, see Meillet (1937: 358–359), Nørgård-Sørensen, Heltoft and Schøsler
(2011), Heltoft (2019). A simple remnant from this type of system in Latin is the
contrast between cave can-em (acc) ‘beware of the dog’ and cave can-i (dat) ‘take
care of the dog’. The stem of caveo is neutral to the distinction between ‘beware
of ’ and ‘care for’, and thus, this difference is only expressed symbolically through
the case opposition. Thus, both types of arguments, inflectional and positional,
can be indexical as well as symbolic, as summarised in (30).

(30) Valence-bound arguments: Indexical NP case Indexical positions
Free symbolic arguments: Symbolic NP case Symbolic positions

Symbolic NP case structure can change to indexical NP case structure, and so can
symbolic positional structure. This is what happened to the free IOnp in Danish.
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Where the change of semantic role structure is concerned, the loss of free
IOnps with action verbs in general parallels the loss of the Afficiary, leaving behind
the Recipient function as the only semantic role possibility of the IOnp. The semi-
otics of the word order system has changed during the period from 1850 to the
present day, so that the symbolic function of the IO position has been lost, leav-
ing the indexical function behind as the only possibility. The replacement of the
symbolic function by the indexical function, however, does not lead to any loss of
semantic role potential in itself. What is missing, though, is an internal sign con-
tent for the indexical relation to point to. While the valence-bound IOnp points
to its governing verb to find its symbolic meaning bearer, the present indexical
free IOnp has no verbal stem to point to, since the indexed verbs of obtainment
and production (see 24 above) have no argument 3 with a Recipient role. We
shall return to this point in Section 4 and discuss the possible consequences of
this assumption. Above all, we return to the peculiar observation highlighted in
Section 1 that regulative free IOnps are much easier to produce than free IOnps
in declarative clauses with assertive function. We shall suggest that the indexical
relation of the free IOnp is between the IO position and the pragmatic precondi-
tions of regulative speech acts.

3. Free indirect objects in a corpus of spoken Danish

This section presents the results of an examination of the occurrence of free IO
constructions in a corpus of spoken Danish. This empirical examination is part
of a broader study of IO constructions in spoken Danish from the late 20th and
early 21st century. The full study is reported in Nielsen (2019), to which the reader
is referred for more specific details of design, strategy and methodology.

The purpose of this corpus study is to assess the occurrence of free IOs with
verbs of production or obtainment in real language use. More specifically, the aim
is to test the hypothesis that in Modern Danish of the late 20th and early 21st cen-
tury the free IO is indeed restricted to specialised, indexed contexts.

The extensive survey reported on below yields very few examples of free IO
constructions. The few examples found, however, corroborate the hypothesis that
the regulative speech act context is a prerequisite for the free IO in Modern Dan-
ish, see Section 4.3.
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3.1 The LANCHART corpus

Our study is based on the LANCHART corpus of spoken Danish (Gregersen
2009), a corpus of approx. 10,000,000 words which consists primarily of tran-
scribed sociolinguistic interviews carried out in the 1970s, 1980s and 2000s in six
different locations in Denmark.

As noted in Sections 1 and 2.4. above, speech act type appears to be an impor-
tant factor in the analysis of free IOs, and the regulative speech act type appears
to be a facilitating pragmatic context for the free IO. The sociolinguistic interview
as a genre is not a type of interaction that sets the stage for regulative speech acts.
Strictly in terms of genre, the LANCHART corpus is therefore not a very obvious
choice for a search for free IOs.

There are, however, several reasons for using this corpus. First, the LAN-
CHART corpus provides the necessary source information about the data as tran-
scriptions of interactions between speakers of Danish. Such source information is
not sufficiently available for the material in the largest possible alternative to the
LANCHART corpus, the KorpusDK corpus of written Danish, which includes
many texts that are quite clearly translations. Second, the possible stylistic conser-
vatism of written genres, which may (re)produce outdated grammatical structures
belonging to an earlier language stage, is another reason for preferring a corpus
of spontaneous informal spoken language instead. Third, while other corpora of
contemporary spoken Danish exist, the LANCHART corpus is by far the largest
one available. Thus, bearing in mind that the primary genre of the corpus is likely
to limit the occurrence of free IOs, the LANCHART corpus is at present the best-
suited corpus for an empirical examination of the IO in spoken Danish.

3.2 Study design

The transcriptions in the LANCHART corpus are tagged automatically for parts
of speech but lack syntactic annotation. With no coding of syntactic relations or
NP constituents in the corpus, designing a search procedure targeting construc-
tions containing an IO is a challenging task. Two methods have been employed:
a constructional query designed to find IO constructions without specifying the
main verb and a set of lexical queries for examining the occurrence of IOs with
specific main verbs.

In Nielsen (2019), the purpose of the constructional query is to catch as broad
a range of IO constructions as possible without any a priori bias regarding verbs
potentially taking an IO. This bias-free approach is also relevant for the more spe-
cific examination of free IOs in the present investigation as it allows us to search
for free IOs without requiring a predefined list of specific verbs of production and
obtainment. The design for the constructional query is based on similar search
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designs used by Colleman and De Clerk (2011) in their study on English ditransi-
tives and Valdeson in his work on ditransitives in Swedish (Valdeson 2018, see also
Valdeson, this volume). The search query specifies a string in which an unspecified
(random) verb is immediately followed by a personal pronoun in the oblique case
(mig ‘me’, dig ‘you.obl.sg’, ham ‘him’, hende ‘her, os ‘us’, jer ‘you.obl.pl’, dem ‘them’),
which is in turn followed by a noun, either immediately or with one or two ran-
dom words in between. The string is designed to catch IO constructions that have a
pronominal IO with human reference and a DO expressed by a full NP with a noun
as its semantic head, following the unmarked (or canonical) word order: subject NP
before the main verb, object NPs after the main verb, the DOnp following the IOnp.
It is assumed that the IO construction will typically have a pronominal IO and full
lexical DO (cf. Colleman and De Clerk 2011 and Collins 1995 for an account of this
tendency in English). This tallies with Mikkelsen’s observation that pronominal IOs
are more acceptable (or even the only option) in the context of non-prototypical IO
verbs such as verbs of obtainment, e.g. købe ‘buy’ (Mikkelsen 1911: 86). The search
is not designed to catch IO constructions with clausal DOs or with DOnps that have
no head noun (but e.g. an adjectival head), nor does it catch constructions with full
lexical IO and pronominal DO or with two pronominal or two lexical objects. All
results from the constructional queries were manually checked for IO occurrences
and coded for the presence of non-reflexive pronominal IOs.

It should be noted that the query returned many instances with reflexive indi-
rect objects, including instances with verbs of production and obtainment, as in
(31) and (32) below. These are not the main focus of the present investigation,
because their occurrence is unproblematic. We will present an explanation for the
frequent presence of reflexive IOs in present-day language in Section 4.1 below.
The empirical point of interest of the corpus study are non-reflexive free IOs.

(31) Jeg
I

hav-de
have-pst

lav-et
make-sup

mig
me

en
a

stor
large

kande
pot

te.
tea

(female born 1954, recorded 2006)‘I had made myself a large pot of tea.’

(32) Jeg
I

vil
want.prs

også
also

gerne
part

hav-e
have-inf

lov
permission

til
to

at
to

køb-e
buy-inf

mig
me

en
a

pilsner.
lager

‘I also would like to be allowed to buy myself a (lager) beer.’
(male born 1945, recorded 1987)

The purpose of the lexical query is to check all occurrences in the corpus of
selected specific verbs, and this part of the empirical study was designed specifi-
cally for the examination of free IOs with verbs of production and obtainment in
the corpus. The selection of verbs consists of specific verbs discussed in the lit-
erature on the free IO and similar verbs of the same semantic types, as well as a
number of verbs of particular interest that have turned up in the results from the
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constructional query. In all, 12 verbs were selected; five of these denote obtain-
ment of an entity or have obtainment as a central interpretation: finde ‘find’, hente
‘fetch’, købe ‘buy’, redde ‘save’ and tage ‘take’. The remaining seven verbs denote
production or preparation of an entity or are often interpreted as describing pro-
duction or preparation: bage ’bake’, bygge ’build’, lave ’make, produce, prepare (e.g.
food or beverage)’, skære ’cut’, smøre ’smear, spread (e.g. butter on bread)’, strikke
’knit’ and sy ’sew’. Seven of the test verbs, viz. finde, købe, tage, bage, bygge, lave
and sy, were selected for the investigation because they are specifically discussed in
Heltoft (2014). The other verbs were added for various reasons. Hente and strikke
were included because they turned up in IO constructions in the results from the
constructional query among the very few verbs of obtainment or production that
called for a more detailed examination. In addition, strikke shares the character-
istics of denoting production by common handiwork with the verb sy discussed
in Heltoft (2014: 207) and in Mikkelsen (1911:79). Thus, this domain of produc-
tion called for particular attention. Skære and smøre were added to the set of verbs
of production/preparation since we judged them to be ordinary designations of
everyday activities that are likely to be used to refer to transfer events, skære with
reference to the cutting of slices of bread, cake, cheese, sausage etc. to be given to
some recipient other than the “cutter”, smøre with reference to the spreading of
butter, jam, spreadable cheese etc. on a slice of bread to be given to some recipient.
Redde was added to the set of verbs of obtainment because of its similarity to skaffe
’procure, obtain’, which turned up prominently in the constructional query. Skaffe
does not have an IO valence slot, which entails that the IO with this verb is a type
of free IO. However, because of the special semantics of the verb that explain why
it nevertheless occurs frequently with an IO, discussed in Section 4.2 below, skaffe
itself was not included in the lexical query. For each of the 12 verbs a lexical query
was carried out for all occurrences in all transcribed conversations of the verb in all
non-passive forms – i.e., with købe ‘buy’ as an example, present indicative active
køber, past indicative active købte, infinitive active købe, supine købt (often iden-
tified with the perfect participle) and imperative køb. The search results from the
lexical queries were manually checked for IO occurrences and coded for the pres-
ence of full NP or non-reflexive pronominal IOs.

3.3 Results

3.3.1 The constructional query
Out of a total of 7,537 manually analysed search results the number of non-
reflexive pronominal indirect objects was 912 (12.10%). These IOs occurred with
56 different verbs (verb stems). The vast majority of the IOs are valence-bound
arguments, i.e. they are found with lexically ditransitive verbs, and more than
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half of the findings – 492 instances, constituting 53.95% of the total number –
are constructions with the prototypical ditransitive transfer verb give ‘give’. Many
irrelevant idioms and fossilised archaisms have been disregarded, together with
examples from Argentinian and American heritage Danish, see Nielsen (2019)
for details. The constructional query produced examples with 4 verbs that desig-
nate production or obtainment but do not govern an IO as an argument in their
valence structure: skaffe ‘get, procure, obtain’, hente ‘fetch’, strikke ‘knit’ and skrive
‘write’. Skaffe and skrive demand a detailed semantic analysis and will be dealt
with in Section 4.2. The findings for the remaining 3 verbs are presented in more
detail in Section 3.3.3. A further example with the verb sætte ‘put’, which is not a
verb of production or obtainment, but nevertheless occurred with an IO, will be
taken up in Section 4.4.

3.3.2 The lexical query
The lexical searches for the selected verbs returned 20,856 search results, 20,134
non-imperative examples and 722 imperative examples. The analysis of the 722
imperative forms yielded no non-reflexive IOs whatsoever, neither pronominal
nor full NPs. The verbs smøre and skære had only one imperative occurrence
each, and bage redde, strikke and sy did not occur in the imperative at all; the
remaining verbs range in the number of imperative occurrences found from 8
(bygge) via 19 (købe) and 59 (find) to 477 (tage). These are relatively low numbers:
købe ‘buy’, for instance, occurs only 19 times in the imperative, compared to 4,212
non-imperative occurrences. This low frequency of imperatives is not surprising
given the dominant genre of the LANCHART corpus, the sociolinguistic inter-
view (cf. Section 3.1).

For the non-imperative examples, we manually checked random samples of
4,000 examples each for the highly frequent verbs finde ‘find’, tage ‘take and lave
‘make’. For the other verbs, all results returned by the lexical queries were man-
ually checked. This yielded just two additional IO examples: one example with
finde and one new example of hente (i.e. in addition to the example already found
via the constructional query).7 These examples are presented in Section 3.3.3
below.8

7. The lexical query yielded no unique examples with strikke ‘knit’ in addition to the one
found in the constructional query. One example with lave ‘make’ was a case of Argentinian Her-
itage Danish and therefore discarded.
8. For two examples with købe which had to be discarded, see Nielsen (2019).
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3.3.3 The free IOs from the LANCHART corpus
This section presents and discusses all of the free IO constructions found via the
constructional query and the lexical query, except for free IOs with skaffe and
skrive, which merit a separate discussion in Section 4.2 below. In addition, one
more example of an IO with finde, found in a less systematic browsing through the
search results for finde in addition to the 4,000 instances extracted for the analy-
sis, is included in the description. The examples are provided with comments on
the syntactic context of the IO construction and the communicative function of
the utterance containing the construction.

There are, in all, four examples with verbs of obtainment. Two of them are
examples with finde ‘find’:

(33) Inden
before

du
you

går
go.prs

kunne
can.pst

du
you

finde
find.inf

os
us

et
one

eller
or

andet
other

at
to

drikke
drink.inf

hvis
if

det
it

hvis
if

ikke
not

at
that

du
you

har
have.prs

skal
shall.prs

sige
say.inf

mere
more

der
that

er…
is

‘before you leave, could you find us something to drink, if it, if you don’t have
(female born 1960, recorded 2006)more that you need to say that is…’

(34) Jamen
but_listen

den
it

kunne
can.pst

jeg
I

egentlig
actually

godt
part

finde
find.inf

dig
you

lidt
little

af.
of

‘but listen, I could actually find a bit of that [item] for you’
(male born 1966, recorded 2005)

Both examples with finde are constructions with the modal auxiliary kunne ‘be
able to’ in the past tense. (33) is an interrogative clause with a second person sub-
ject (du) and (34) a declarative clause with a first-person subject (jeg). The com-
municative function of the interrogative in (33) is to act as a request: The speaker
wants the addressee to provide something to drink for the speaker and someone
else, and this is indirectly conveyed by addressing the preparatory condition for
carrying out the request, viz. the ability to provide the drink. Similarly, the declar-
ative in (34) functions as an offer or a commitment to provide the addressee with
that which is referred to anaphorically by lidt af den ‘a bit of that’, and this is
again indirectly conveyed by addressing the preparatory condition for living up
to the commitment. Both examples are indirect regulative speech acts, explicitly
mentioning the preparatory ability condition. The past tense of the modal verb
adds a politeness dimension, describing the preparatory condition as hypotheti-
cal, potential or tentative, as is typical for indirect directives and commissives. In
(34), the particle godt presupposes a stage in the interaction where the speaker
considers the option: ‘will I find this for you or not?’
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The other two instances with verbs of obtainment feature the verb hente
‘fetch’; see (35) and (36) below.

(35) Sara
Sara

jeg
I

henter
fetch.prs

dig
you.obl

nogle
some

briller.
glasses

(male born 1997, recorded 2011)‘Sara, I’ll fetch you some glasses.’

(36) Ved
know.prs

du
you

hvad
what

så
then

får
get.prs

jeg
I

jo
part

bare
only

lige
just

min
my

far
dad

til
to

at
to

hente
fetch.inf

mig
me

nogle
some

penge.
money

‘you know what, then I’ll just get my dad to fetch me some money’
(male born 1997, recorded 2011)

The instance in (35) is a simple present tense construction with a first-person
subject (jeg). Like (34), it is an expression of a commitment by the speaker to
the addressee, conveyed here by stating the imminent execution of the action to
which the speaker commits himself as a service to the addressee (Sara). The IO
construction in (36) and its role in what is conveyed are more complex. The verb
hente is an infinitive complement of the causative predicate få til ‘make (sby do
sth)’. The semantic subject of hente is the object of the causative predicate, min far
‘my father’, and the whole causative construction is in the simple present tense and
has a first-person subject (jeg) which is coreferential with the IO of hente (mig).
Being a complement of a causative predicate, the embedded non-finite predica-
tion designates an act of intentional regulation of the father carried out by the
speaker, and in this way the IO construction conveys what may be regarded as a
‘reported directive’ (and this may very well be in the form of a verbal directive,
viz. the speaker requests that his father fetch money for him).

In addition to the four examples with verbs of obtainment, there is one clear
example of an IOnp construction with a verb purely designating production, the
strikke ‘knit’ example in (37).

(37) Jeg
I

har
have.prs

da
part

fået
get.sup

strikket
knit.sup

dem
them

et
a

par
few

trøjer
sweaters

og
and

sådan
such

noget.
something

‘I have managed to knit them a few sweaters and things like that.’
(female born 1955, recorded 2006)

Strikke is used in the so-called affactive (term from Zúñiga 2011) construction, a
typical Danish combination of the semi-auxiliary få ‘get, acquire’ and the supine
form (roughly, the uninflected perfect participle) of the main verb (Nielsen 2018;
Hansen and Heltoft 2011:718–721). This construction expresses that the subject is
an Afficiary (cf. Zúñiga 2011), a referent that stands in a relation of interest (pos-
itive or negative, i.e. beneficiary or maleficiary interpretation) to the designated
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act. In the affactive construction, the subject is interpreted either as a non-agent
(someone else carries out the act) or an agent (the subject carries out the act).
In the latter case the construction is typically interpreted as an expression of the
subject’s intentional achievement of a goal, and this is also the case in (37). The
achievement reading is strengthened by the tense of the construction, the present
perfect, designating here the ‘relevant result of the past act of knitting’. Further-
more, the dialogic particle da is argumentative in this context, showing that the
speaker justifies herself with respect to what she has managed to produce (knit)
for the IO referent (presumably her children or grandchildren).

In addition, there are two examples with skrive ’write’, which may on first sight
seem to be simply a verb of production like strikke. However, we shall analyse the
meaning of skrive in the free IO construction as a special type of transfer predi-
cate that is essentially similar to skaffe ‘procure, obtain’ in its way of establishing
the preconditions for the free IO. The skrive examples are analysed together with
the use of skaffe with an IO in Section 4.2.

Summarising the corpus findings described above, we see that, character-
istically, the free IOs occur in regulative contexts. Disregarding two examples
with skrive, that behave similarly to IO constructions with skaffe as argued in
Section 4.2 below, all examples of free IOs convey regulative speech acts or closely
related interactional scenarios. One of the finde examples (34) and one of the
hente examples (35) are commissives by which the speaker commits himself to
obtaining something for the hearer to receive in accordance with the (presumed)
wishes of the hearer. The other finde example (33) is a directive by which the
speaker attempts to get the hearer to act according to the speaker’s wishes and
obtain the drink for the speaker and someone else. The other hente example (36)
functions as a reported directive in which the embedded IO construction
expresses the propositional content of the reported regulative act. The strikke
example (37) closely resembles the regulative utterances by staging a presupposed
wish for the execution of the action expressed by the IO construction.

The number of free IOs found is very small, but this is what we would expect
from a corpus consisting predominantly of sociolinguistic interviews, given that
free IOs are sensitive to the pragmatics of regulative speech acts. The limited num-
ber of examples of the free IO means that the empirical evidence for our analysis
has somewhat limited strength, and while stronger evidence would be welcome,
its absence is understandable. The attested uses of the free IO provide the empiri-
cal basis for the semiotic analysis elaborated in Section 4 below.
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4. The indexical paradox – how the Danish language (users) solve it

In Section 2.5.4, we have proposed the hypothesis that the IOnp position has been
reanalysed as inherently indexical, thereby losing its previous symbolic function.
This means that a free IOnp can only occur in this position if it finds something
to index. We must ask ourselves, then, how this is possible, given the accompany-
ing assumption that verbs of production and obtainment do not have a valence-
governed A3 and that, thus, there is no possible index function from the IOnp

position to a Recipient argument slot (as there is none). This paradox calls for an
immediate solution or for revision of the hypothesis.

In this section, we show how the paradox can be solved. First, we take up the
reflexive construction with verbs of production and obtainment (Section 4.1), in
order to eliminate possible counterarguments. The function of the reflexive is to
index that only the subject referent is relevant.

In Sections 4.2 and 4.3, we argue that the indexical function of the free IOnp

will apply in all instances in which the transfer reading is guaranteed or made
highly probable by systematic linguistic or pragmatic factors. More specifically, in
Section 4.2 we analyse some verbs of obtainment that seem to allow a free IOnp

but that are difficult to distinguish from three-place transfer verbs; the canonical
example is skaffe ‘procure, obtain’ (Heltoft 2014) – skrive ‘write’ presents a rele-
vantly similar case.

This solution tallies with the most important possible context, namely speech
acts, which is discussed in more detail in Section 4.3, where we will argue that
relations between aspects of constructional semantics and systematic pragmatics
are a possible part of grammar.

4.1 Reflexive constructions

Reflexive constructions such as (38a)–(b) are straightforwardly possible with
verbs of production and obtainment. In Section 3, we used the traditional term
reflexive free IO, but in fact, the reflexive pronoun is not an IO, but an argument
blocking morpheme. We will avoid the term IO pronoun here and rather speak of
the ‘reflexive morpheme construction’. We include it in our analysis, because it is
structurally directly related to the IO constructional paradigm, and because this
analysis will illuminate the distinction between indexical and symbolic meaning
as used in the analysis of the IO.

(38) a. Hun
she

købte
bought

sig
refl

et
a

nyt
new

fjernsyn.
television

‘She bought herself a new television.’
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b. Hun
she

fandt
found

sig
refl

en
a

mand.
husband

‘She found herself a husband.’

The content of the reflexive morpheme is its pointing to the subject referent as
the only relevant referent. The simple reflexive morpheme has the function of a
morpheme signaling that the virtual extension of the monotransitive construction
schema by an A3 does not take place. The number of possible arguments is reduced
to just two, Subj A1 and DO A2; this is similar to the middle voice function of
the reflexive morpheme blocking an A2 with monotransitive verbs (Dyvik 1980;
Kemmer 1993).9

The reflexive morpheme construction relates to the IO construction para-
digm in a peculiar way. It signals that the IO paradigm is opted out of and that
neither IOnp nor IOpp is possible. We illustrate this by the incompatibility of the
reflexive and the IOpp in (39).

(39) *Hun
she

hentede
fetch.prt

sig
refl

en
a

cola
coke

til
to

sine
her

børn.
children

‘She fetched herself a coke for her children.’

The relations of the reflexive morpheme construction to the IO constructions are
shown in Table 1.

However, the construction’s semantic role meaning, i.e. the semantic role
borne by the subject, does not lie in the indexical function of the reflexive but
in its symbolic function. Minimal pairs such as (40a)–(b) show that the reflexive
form adds a meaning of its own. The reflexive form’s function is to add Recipient
meaning to the otherwise monotransitive verb tage ‘take’. The monotransitive use
is consistent with contexts that block the Recipient meaning (40c)–(d).

9. Barðdal, Kristoffersen and Sveen (2011) describe Standard Norwegian verbs of obtainment
(examples from the Bokmål-standard), including the reflexive construction. The situation is
strikingly similar to of the one obtaining in Danish, whereas Western and Northern Norwegian
dialects side with Swedish in allowing non-reflexive indirect objects here as well; cf. also Ussery
and Petersen, this volume, on reflexives in Faroese.
Barðdal, Kristoffersen and Sveen’s (2011) Example (22) (slightly retouched by us) matches the
Danish situation completely:

(i) Per
Per

Arne
Arne

Westerberg …
Westerberg …

kjøpte
bought

seg/*henne/*kona
himself/her/wife-the

en
a

hytte
cottage

for
for

350000
350,000

kroner
krones

‘Per Arne Westerberg bought himself/*her/*his wife a cottage for 350,000 krones’
We find it difficult to understand why they nevertheless view Norwegian as a part of ‘West Scan-
dinavian’ with respect to the semantic potential of the indirect object construction, instead of
viewing Danish and Bokmål as the centre of a common development, with Norwegian dialects
and Swedish as a possible periphery.
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Table 1. A3 options free indirect object

Expression A3 relevance Semiotic function

Reflexive morpheme Blocks IO paradigm Indexing of Subj as semantic
role bearer

Non-reflexive options (IOnp and IOpp) IO paradigm: A3 IOnp: positional indexing of
contextually given Recipient

IOpp: symbolic description of
A3 as potential Recipient

(40) a. Hun
she

tog
took

en
a

kop
cup

kaffe.
coffee

‘She took a cup of coffee.’
b. Hun

she
tog
took

sig
refl

en
a

kop
cup

kaffe.
coffee

‘She took herself a cup of coffee.’
c. Hun

she
tog
took

en
a

kop
cup

kaffe
coffee

og
and

smed
threw

efter
at

ham.
him

‘She took a cup of coffee and threw it at him.’
d. *Hun

she
tog
took

sig
refl

en
a

kop
cup

kaffe
coffee

og
and

smed
threw

efter
at

ham.
him

‘She took herself a cup of coffee and threw it at him.’

The reflexive morpheme is the sole expression for the Recipient meaning attri-
buted to the subject in (40b) and (40d) and will therefore count as a symbolic
sign.

The symbolic function of the reflexive morpheme as a Recipient marker is
the point in this particular example, but this is not the morpheme’s exact mean-
ing potential. The reflexive morpheme confers to the subject referent the role of
Afficiary, and this content can be regarded as an archaism. In the domain of IO
constructions, the broad Afficiary meaning was still fully alive in the 18th century
but is now obsolete in IOnps. In the reflexive morpheme added to monotransitive
constructions, however, the Afficiary meaning has survived.

The verb få ‘become, receive’ takes a Subj NP1 with the Recipient role, but
still, the reflexive morpheme may be part of this construction adding extra con-
tent, as in the examples in (41). The extra meaning added (hard to render in the
English translation) is the Afficiary specification (traditionally, the meaning of the
dativus commodi/incommodi ‘dative of interest/disinterest’).
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(41) a. De
they

fik
had

en
a

pilsner.
lager

’They had a lager beer.’
b. De

they
fik
had

sig
refl

en
a

pilsner.
lager

‘They had a lager beer (which they benefitted from).’
c. Han

he
fik
got

en
a

mængde
lot

fregner
freckles

den
that

sommer.
summer

‘He got a lot of freckles that summer.’
d. Han

he
fik
got

sig
refl

en
a

mængde
lot

fregner
freckles

den
that

sommer.
summer

‘He got a lot of freckles that summer (which affected him in some way).’
e. Hun

she
fik
got

en
a

forkølelse.
cold

’She got a cold.’
f. Hun

she
fik
got

sig
refl

en
a

forkølelse.
cold

‘She got a cold (which affected her negatively).’

How can this interpretation of the reflexive’s meaning as an archaism be recon-
ciled with the idea that the IO (NP2) position has become inherently indexical?
The answer is simple, but the facts behind it have been disregarded or ignored in
the Danish topological tradition (see Diderichsen 1946 and followers). The reflex-
ive forms do not have positions of their own, and they never denote arguments.
In contrast to personal pronouns, they are enclitic in exactly the sense that they
do not hold separate positions. Heltoft (2011) suggests that they lack topological
integrity and points to examples like (42) to argue for the point. The reflexive
sig in (42) holds a putative position which no other constituent could hold, that
is, there is no position in Danish between the non-finite verb position and the
object position. In addition, the object position is already occupied by the Subj A1
of the presentative construction. Where decidable, the reflexive morpheme does
not hold its own position. So the morphological analysis of reflexives appears as
åbner-sig, får-sig, smører-sig, køber-sig, etc. and for non-finites: åbnet-sig, fået-sig,
smurt-sig, købt-sig etc. (and thus åbnet-sig in (42a) on the position for non-finite
verbs). If the indexed verb is in the second position and the position for subjects
is filled, the reflexive morpheme will be juxtaposed to the subject, as in (42b).10

10. We think the reflexive morpheme is enclitic to the finite verb-subject constituent, but we
need not discuss this presumably controversial issue here, and in the following sections we shall
stick to the simplified description of the reflexive as enclitic to the main verb.
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(42) a. X
Under
below

Don
Don

Giovanni
Giovanni

V
havde
had

Subj
der
there

V
åbnet-sig
opened-refl

DO
et
a

svælg.
gorge

‘Below Don Giovanni a gorge had opened.’
b. X

Under
below

Don
Don

Giovanni
Giovanni

V
åbnede
opened

Subj
svælg-et
gorge-def

refl
sig
refl

‘Below Don Giovanni the gorge opened.’

Consequently, the reflexive does not hold the position for IOnp, and nothing pre-
vents us from ascribing indexical and symbolic meaning to it, as in Figure 4. The
vertical arrows show symbolic meaning.

Figure 4. IO (reflexive) with verbs of production and obtainment, examples hent- ‘fetch’,
bygg- ’build’

Inspired by the practice of Andersen (2010), we use horizontal arrows to mark
indexical relations confined to either the expression plane or the content plane
(as is the case here). This is to be read as: The reflexive morpheme expression
sig symbolises the semantic role of Afficiary and can therefore also be interpreted
as Recipient (a special case of Afficiary). This complete sign again indexes the
subject argument, signaling that the Recipient role applies to the subject referent.
We interpret Andersen’s content indexical relations to mean that a complete sign
(expression and content: sig) can index another content element (which again has
its own expression: subject position).

Barðdal, Kristoffersen and Sveen (2011) analyse the Norwegian ‘V-REFL-NP’
construction, which is very similar to the Danish construction under discussion
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here, concluding that its “properties are not derivable from any general or spe-
cific syntactic rules of Norwegian, nor from the semantics of the individual parts”
(Abstract, cf. also p. 80). They take as their starting point the claim that in the pat-
tern V-REFL-NP, the reflexive holds the position for indirect objects. We agree
with them that the reflexive morpheme does not express an A3 but indexes the
subject referent. Our position diverges from theirs, however, when they claim that
the reflexive “occupies the same slot in the sentence as other indirect objects, i.e.,
immediately before the direct object” (Barðdal, Kristoffersen and Sveen 2011: 85).
They do not distinguish positions from verbal valence slots, whereas we take posi-
tions in Modern Danish and Norwegian to be indexical signs and the valence
slots to be possible indicata (targets for the index relation). They claim that the
semantic peculiarities of the Norwegian construction cannot be seen synchron-
ically as a compositional result of its parts, meaning probably that they do not
result from the parts we know from non-reflexive three-place ditransitives. How-
ever, the specific content of the reflexive in monotransitive constructions (viz.
constructions with a DO and a reflexive morpheme) can be identified, both syn-
chronically through omission tests, and diachronically through comparison to the
Afficiary meaning of the 18th century IOnp. The ”reflexive IO” (i.e. the reflexive
added to monotransitive constructions) does not follow the general development
of the IOnp but retains the older Afficiary meaning, of which the Recipient role is
but a variant.

4.2 Two lexical solutions: The verbs skaffe and skrive

The verb skaffe ’get, procure, obtain’ presents a problem for the analysis developed
here: It occurs much more frequently with a pronominal IO than the verbs of pro-
duction and obtainment mentioned above. At the same time, it is not a three-place
verb of transfer and does not allow promotion of the IO to subject in passives. The
constructional query found 24 occurrences with a non-reflexive pronominal IO.
With these frequencies, skaffe occupies 5th place in the overall ranking of verbs
with a non-reflexive pronominal IO (cf. Nielsen 2019), and from a purely quanti-
tative perspective, it would thus appear to be placed firmly among the three-place
verbs. This situation calls for detailed scrutiny.

The verb skaffe ‘procure’ is a loan from High German, a cognate to the Nordic
verb skapa, Danish skabe ‘create’. Danish skaffe has not undergone the High Ger-
man semantic extension to ‘succeed, make it’, or ‘overcome sth.’ The entry in the
Danish dictionary ODS for skaffe suggests that its central meaning has moved
from ‘providing something available to the receiver or at his disposition’ to a
more specific version: ‘providing something in the interest of somebody, provid-
ing something that somebody wants’, see (43) for a typical example. As Heltoft
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(2014: 230–231) notes: “[T]his verb now describes an act of provision [in terms of
the present article: obtainment, PJN and LH], with the coded presupposition that
the referent of the direct object NP3 is described as something wanted by the ref-
erent of the NP2.”

(43) Han
he

skaffede
provided

sin
poss.refl

klient
client

255
255

mio.
million

kr.
Crowns

‘He provided his client with 255 million Crowns.’
(https://borsen.dk/nyheder/avisen/artikel/12/1869166/artikel.html)

Is this, then, not merely a change from a verb of obtainment to a three-argument
verb of change? Presumably, this is not the case, since the free IOnp cannot be
upgraded to subject status in the passive voice, as shown in (44a)–(b) (with the
b-example being ungrammatical on a passive interpretation only).

(44) a. *Han
he

var
was

blevet
become

skaffet
provided

en
a

lejlighed.
flat

‘He had been provided with a flat.’
b. *Han

he
havde
had

fået
got

skaffet
provided

en
a

lejlighed.
flat

‘He had been provided with a flat.’

What the position for the IOnp indexes here is not a valence-bound A3 (IO) of a
three-place verb of transfer, but a transitive stem carrying the presupposition that
somebody wants to receive the referent of its direct object. For ease of comparison
between the figures, Figure 5 shows the examples with subjects in position 3 (and
a cohesive adverbial instead of the subject in initial position): så skaffede han ham
en lejlighed/så skaffede advokaten sin klient en lejlighed.

Figure 5. IOnp with the verb skaff- ‘procure’
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The case of skaffe shows that verbal stems can provide the indexical context for
syntactic constructions, in this case by the stem’s coding of a presupposed wish for
transfer.

In a relevantly similar fashion, we think that skrive has accommodated by way
of metonymy to include the idea of a Recipient role in its meaning. Two examples
with skrive ’write’ (45)–(46) were found through the constructional query, and
this verb could be regarded simply as a verb of production like strikke ’knit’. Skrive
does designate production, and monotransitive uses are easily coined (47a)–(b).

(45) Jeg
I

kan
can.prs

jo
part

altid
always

skrive
write.inf

hende
her

et
a

brev.
letter

(female born 1954, recorded 2006)‘I can always write her a letter, you know.’

(46) Jeg
I

tror
think.prs

jeg
I

skriver
write.prs

dem
them

en
an

ansøgning.
application

(male born 1949, recorded 2006)‘I think I’ll write them an application.’

(47) a. Hun
she

skrev
wrote

et
a

komplet
complete

anderledes
different

testamente.
will

‘She wrote a completely different will.’
b. hun

she
skriver
writes

altid
always

en
a

indkøbsseddel
shopping_list

‘She always writes a shopping list.’

The verb skrive cannot be considered a ditransitive verb of communicative trans-
fer similar to three-argument verbs of communication like fortælle ‘tell’. It does
not passivise with IO promotion (*hun blev skrevet et brev ‘she was (lit. ‘became’)
written a letter’), which shows that the IO is not governed by the stem, but free,
see Section 2.2. However, the actual specifications of the writing process in (45)
(DO: et brev ‘a letter’) and (46) (DO: en ansøgning ‘an application’) allow for a
metonymic interpretation of skrive as an act of communication with an addressee
or Recipient. Thus, the IO constructions with skrive appear to convey more than
simple production and subsequent (actual or intended) transfer. The construction
with free IO may be based on figural speech: the production of a message as a
metonym for the communicative transfer referred to.

Notice finally that in unquestionably monotransitive uses that do not desig-
nate communicative transfer, the free IO with skrive behaves exactly like it does
with other verbs of production, allowing imperatives, but not simple declarative
sentences with assertive function. An example such as (48) sounds archaic at best,
while the regulative version (49) presents no problems.
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(48) Hun
she

skrev
wrote

ham
him

en
a

indkøbsseddel.
shopping_list

‘She wrote him a shopping list.’

(49) Skriv
write.imp

mig
me

lige
just

en
a

indkøbsseddel.
shopping_list

‘Just write me a shopping list.’

The following Sections (4.3 and 4.4) deal with indexical contexts that cannot be
the presupposed content of verbal stems.

4.3 A pragmatic solution: Speech act types presupposing a transfer relation

In Section 3.3.3 we pointed out that, except for the two examples with skrive
‘write’ accounted for in 4.2 above, all the free IO examples from the LANCHART
corpus, (33)–(37), count as regulative speech acts or closely related interactional
scenarios. They all presuppose some interest on behalf of one of the interlocutors
that the action described in the proposition be carried out. As we see it, these
presuppositions are special cases of the preparatory rules for speech acts as laid
out by Searle (1969, 1979), namely the rule specifying the speaker’s or the hearer’s
interest with respect to the action described in the proposition. Some regulative
speech acts such as request, promise, allow, offer, accept and encourage
(in small caps, they are not to be read as the corresponding performative verbs)
presuppose a preparatory rule that the speaker or the hearer want the proposi-
tional content to come true. We are not trying to list an exhaustive catalogue of
the speech act types that could serve as indexical contexts; rather, we are trying to
substantiate that such relations between aspects of constructional semantics and
systematic pragmatics are a possible part of grammar. A list of illocutionary acts
relevant for the examples here is given in Table 2.

Table 2. Regulative speech acts with preparatory rules relevant for the presupposed wish
for transfer

Illocutionary act Relevant preparatory rule

encourage Speaker (S) presupposes the carrying out of the act described in the
proposition is in Hearer’s (H) interest

promise S presupposes H wants S to carry out the act described in the proposition

accept S presupposes H wants to carry out the act described in the proposition

allow S presupposes H wants to carry out the act described in the proposition

request S presupposes S wants H to carry out the act described in the proposition

offer S presupposes the carrying out of the act described in the proposition is
in H’s interest
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The propositional content of these speech acts can include predicates of produc-
tion and obtainment and thus facilitate the existence of the potentially transferred
entity. Crucially, the entity is part of a pragmatic presupposition that the Speaker
or the Hearer wishes this entity to be part of a transfer relation. The Recipient
role of this relation will often refer to either the Speaker or the Hearer, but pos-
sibly also to a third person referent. Of the examples introduced above, the set
of preparatory rules above will enable us to cope with (33)–(36), and the self-
produced Examples (1a) and (6)–(8). An example from the 1930s (also see Heltoft
2014: 221, fn11) fits in neatly as well:

(50) Kan
can

du
you

tage
take

mig
me

min
my

Pung …
purse …

Inde i
in

Kommod-en.
chest_of_drawers-def

(Jørgen Niels.D.100.)‘Can you fetch me my purse? In the chest of drawers.’

Of course, imperatives produce the desired examples right away, but other con-
ventionalised indirect speech acts are equally illustrative, such as questions with a
modal verb: (1a), (8), and (33). The simple present tense is semantically unmarked
and open for regulative uses (Christensen and Heltoft 2010), as exemplified in
(50). Present tense main clauses provide the necessary presupposed wish by the
referent of the IO that the transfer act be carried out, cf. Examples (35) above and
(51) here.

(51) så
then

henter
fetch.prs

du
you

mig
me

en
a

skruetrækker
screwdriver

‘Then you fetch me a screwdriver.’

The structure behind the above examples is illustrated in Figure 6.

Figure 6. IOnp with verbs of obtainment and production, example hent- ‘fetch’,
find- ‘find’
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The examples discussed so far have been requests and offers, but permissions and
encouragements also satisfy the need for indexing. While Example (52), a subject-
less imperative clause, is a request, (53) has an explicit second person subject and
will count as a permission, an encouragement or an accept.

(52) Køb
buy

dem
them

nogle
some

ordentlige
proper

sko!
shoes

‘Buy them some proper shoes!’

(53) Køb
buy

du
you

dem
them

nogle
some

ordentlige
proper

sko!
shoes

‘Do buy them some proper shoes!’

Examples (52) and (53) ascribe the Recipient role to the 3p IO, but the wish lies
with the Speaker in (52) and with the Hearer in (53). By construing (52)–(53) we
have returned to the productivity claimed for the free IOnp in directive speech
acts. The verb købe ‘buy’, while not attested in the corpus data, is readily construed
with the free IOnp in a number of directive contexts included in Table 2.

To return now to the presentation of the data in Section 3.3.3, Exam-
ples (33)–(36) with the verbs of obtainment finde ‘find’ and hente ‘fetch’ were
analysed as regulative speech acts, direct or reported. The coded semantics of
Example (37) with the verb of production strikke ‘knit’ establishes a regulative
transfer scenario by staging a presupposed wish for the execution of the action
expressed by the IO construction, and in this way (37) shares this feature with
(33)–(36) and satisfies the need for a regulative transfer scenario to be indexed by
the free IO.

4.4 A reanalysis limited to usage

Example (54) with sætte ‘put’ from the constructional search (noted in
Section 3.3.1) is the only instance not directly accounted for by the indexical rules
given in Sections 4.2 and 4.3.

(54) Hvis
if

ikke
not

der
there

er
is

nogen
somebody

der
that

gider
bother.prs

at
to

sætte
put.inf

dem
them

grænser.
boundaries

‘if nobody bothers to set boundaries for them’
(female born 1967, recorded 2007)

This construction would normally have a PP A3 (sætte grænser for NP ‘set bound-
aries for NP’). We regard (54) as an ad hoc extension not of the indexical rule, but
of the lexicalised transfer pattern found in, for instance, (55):
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(55) forældre-ne
parents-def

svigter
let_down

børn-ene
children-def

ved
by

ikke
not

at
to

give
give

dem
them

grænser
boundaries

‘the parents let the children down by not setting boundaries for them’
(Birthe Vejlgård Samuelsen: Familien i dag. Copenhagen: Gyldendal, 2005:56)

Contrary to the semantics of the verbs of production and obtainment, the predi-
cate sætte grænser does not facilitate a subsequent transfer but denotes the trans-
fer itself. It is most likely not an established part of ‘la langue’ as the core system
of productive grammatical structure, but an explainable ‘parole’ phenomenon, an
ad hoc reanalysis (Andersen 1973) of sætte grænser to comply with transfer IO-
constructions. We have no objection to using the term “coercion” here, in the way
in which this term is used in Goldberg (1995: 159, 238) and subsequent work in
Construction Grammar, in the sense that one constructional pattern serves as a
model for other constructions and provides these with potential new content. We
insist, though, on distinguishing ad hoc coercion in usage from the result of actu-
alization processes through which such coercions are conventionalised as parts
of the common linguistic sign system (la langue). This conventionalisation seems
not to have taken place with sætte.

4.5 Why it is not all symbolic

In the analysis of skaffe in Section 4.2 we argued that the occurrence of a free IOnp

is facilitated by the semantically coded presupposition that someone wishes to be
the recipient of the DO referent. Thus, with this verb stem, the transfer scenario,
paving the way for the free IOnp, is part of the stem’s symbolic content instead of
being a non-coded aspect of the pragmatic context. One may therefore ask why
this is not the case for the free IO construction in general. Why not analyse it
as having symbolic content, i.e. the coded presupposition of a wish that the DO
referent be transferred to the IO referent? With this description, the diachronic
development of the free IO would seem to be a constructional development much
like the lexical development of skaffe (cf. 4.2), and the explanation of the pre-
ference for regulative contexts could be that, in usage, a symbolic, presupposed
wish for transfer fits optimally into contexts that establish that very wish prag-
matically. The reason why such a description in terms of symbolic meaning alone
is unattractive, is that, if this presupposed transfer scenario solely involved sym-
bolic content, one would expect that the free IO construction could – and would –
be used without any dependence on a pragmatic context; the free IO construc-
tion should be capable of designating the presupposed scenario by itself without
reliance on any context. This independence from a transfer-scenario-establishing
context is exactly what we find in the semantics of skaffe, which is why this verb
may be used – with or without a free IO – regardless of the existence of a wish
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for transfer in the pragmatic context. Therefore, (56a)–(b) are perfectly possible,
regardless of context, while (57), with a free IO construction given no indicatum
for its indexing of the transfer scenario, is hardly acceptable.

(56) a. Han
he

skaffede
procured

en
a

lejlighed.
flat

b. Han
he

skaffede
procured

sin
his

fætter
cousin

en
a

lejlighed.
flat

‘He provided a flat for his cousin.’

(57) *Han
he

købte
bought

sin
his

fætter
cousin

en
a

lejlighed.
flat

‘He bought his cousin a flat.’

The indexicality analysis of the free IO semantics developed in the above accounts
for the difficulties with (57), while a symbolic description does not.

5. Discussion

5.1 Methodological reflection on the data used

The indexicality scenario suggested for the occurrence of the IO in Danish is, we
believe, a plausible analysis of a language-specific case of constructional seman-
tics, and while the empirical data is limited, we find that it supports our analysis.
The total number of free IOs found in the LANCHART corpus was very small,
but this is predictable given the predominant genre of the corpus, the sociolin-
guistic interview, which rarely sets the stage for regulative interaction.

What is remarkable and essential to the account given here is how well the
free IO examples fit our analysis and tally with our intuition and that of other
speakers. At first glance, the very low number of attested examples might be taken
to indicate that the free IO construction with verbs of production and obtainment
has become obsolete. However, once the low number itself is accounted for by the
genre of the corpus, the difficulties in designing the search for IOs and the sus-
pected low frequency of IOs in general, the empirical examples from the corpus
must be subjected to qualitative rather than quantitative analysis. The result of the
qualitative analysis is a near-perfect fit with the posited indexical rule.

We do not claim that the indexical scenario as presented here provides a com-
plete and exhaustive account of the semantic and semiotic organisation of the free
IO or of all occurrences of the free IO in usage. What we claim is that our indexi-
cal analysis offers a more precise description of the IO data and a better explana-
tion of the behaviour of the free IO than has previously been given.
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5.2 Indexical IO meaning and its wider theoretical significance

We have presented the view that the free non-valence-governed IOnp in contem-
porary Danish has purely indexical meaning: It is not a symbolic expression of a
Recipient argument but an index of a contextual factor that establishes a transfer
scenario containing a Recipient role for the free IO to pick up.

This account offers an explanation of the limited occurrence of the free IO
without recourse to characterising the construction as an outdated archaism or
simply as obsolete. This explanation tallies with the fact that to modern speakers
of Danish, the free IOnp construction is not outdated, and yet it cannot be used,
as it were, freely but only under certain pragmatic circumstances. Our description
in terms of indexical rules captures, we believe, the nature of this productive but
specialised free IO construction.

The IOnp is a grammatical sign relating an expression and a content, and its
expression is its position in the topological system: the filling of the IO position
in the topological frame for Danish signals the presence of the IO sign, and it is
precisely the filling of this position that has the indexical function as its content,
just as we see with the topologically expressed index functions of the subject and
the DO. The topological indexicality of Danish nominal arguments, including the
IOnp, is similar to the morphologically expressed indexicality in the German case
marking of arguments.

The positional rule for the occurrence of the free IOnp indexes the locus of the
Recipient meaning that is necessary as a part of the IO construction. Our indexical
IO rule encompasses two subtypes of rules for the interpretation of the free IO:

1. Indexing of lexically coded presupposition: The cases of skaffe and skrive
analysed in Section 4.2. Skaffe contains a presupposition that provision or
purveying is carried out for someone interested in being the receiver of the
relevant object referent, and the constructions with skrive and a DO like ‘let-
ter’ or ‘application’, designating an item of communication intended to be
conveyed to an addressee, likewise contain a presupposition, namely that the
act of writing comprises a receiver of the DO referent. Thus, the IOnp can be
ascribed the Recipient role.

2. Indexing of pragmatic presupposition: The case of the free IOnp construction
used in certain regulative illocutionary acts, namely those with a presup-
position (preparatory rule) that involves either the speaker or the hearer
as wishing the propositional content to come true. If the situationally given
propositional content contains a transfer relation, this means that conceptu-
ally and contextually, a semantic role of Recipient is available for the free IO
to index.
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We may now present a full overview of the IO in Modern Danish, its construction
types and their semiotics. All kinds of IOnp have indexical meaning, i.e. both the
free IO, as discussed above, and the valence-bound IO as described in Section 2.1.
In contrast, the IOpp is always symbolic (cf. Section 2.5.3) and has its intended
Recipient content symbolically signaled by the preposition, most often til ‘to’.
Finally, the reflexive morpheme operates (indexically) on the subject argument
but is also a symbolic marker of Afficiary meaning (with Recipient meaning as
the bound variant relevant in the context of verbs of production and obtainment,
cf. 4.1), which it ascribes to the subject argument. The reflexive morpheme is an
enclitic marker on the verb with the function of blocking the free IO extension
through an A3. It symbolises IO meaning (semantic role), but it does not denote
an independent referent and is therefore not an argument. Since it does not hold
a position in the topological system, its behaviour is not at variance with our sug-
gestion that the position for IOnps must index the Recipient role.

Thus, we distinguish the following three types:

1. Indexical IOnps, with subtypes:
a. Bound IOs, pointing to the valence bearer of the transfer-type construc-

tion.
b. Free IOs, pointing to preconditions, found either as lexical presupposi-

tions (the case of e.g. skaffe), or as pragmatic preparatory conditions of
speech acts.

2. Symbolic IOpps, with the semantic role of intended Recipient as its coded con-
tent.

3. Reflexive morphemes, indexical and symbolic. These are symbolic manifesta-
tions of the semantic role of Afficiary; being reflexives, they block a potential
A3 and refer the Afficiary role to the subject referent by indexing the subject
argument.

As mentioned in Section 2.5.4, the semantics of the free IOnp has changed from
symbolic to indexical meaning. Up until the mid-19th century, the free IO con-
struction allowed for an IOnp when a verb of the facilitating class – verbs of
obtainment or production – was present, while in the following period, the index-
ical function was generalised to comprise also the common position for all IOnps.
This change in the semiotics of the free IO may be regarded as a (re)alignment
of the bound and the free IOnp. Until the mid-19th century, the subject, the DO
and the bound IO were indexical, pointing to the predicate and its valence config-
uration, whereas the free IOs – both IOnp and IOpp – were symbolic. Later, after
the semiotic shift of the free IOnp, the subject, the DO and the IOnp – the bound
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as well as the free IOnp – were indexical, while the IOpp remained symbolic. This
realignment appears to be at least part of the explanation as to why the diachronic
semiotic shift took place. Our description in terms of a (re)alignment calls for
further empirical studies of the diachronic link between the suggested semiotic
shift and the emergence in usage of an association of the free IOnp with regulative
speech acts.

The change that brought about the current properties of the free IO construc-
tion can be assessed from a general perspective on the relation between usage and
structure. Following Henning Andersen (1973), we assume that speakers reinter-
pret (reanalyse) structure and not always do so correctly, so that potential new
structure is formed. The generalisation of the indexical function, from being a
property of the valence-bound IO only to becoming a property of the free IOnp

as well, is such a reanalysis. It is not an obvious case of analogy, since analogy is
normally a matter of expression levelling; the process is not a case of content lev-
elling either, but a redistribution of the sign boundary, restricting the symbolic
manifestation of the Recipient role to the free IOpps. The analysis operates on the
assumption that structure is always there as a precondition for usage, and reanaly-
sis of structure can have consequences for usage. In our case, the reanalysis caused
the use of the free IOnp without an indexable contextually established transfer sce-
nario to become obsolete.

The contextual facilitation of the free IOnp does not show that verbs of pro-
duction and obtainment do have a valence slot for an IO complement after all.
This can be seen in the fact that the free IO cannot be promoted to subject in pas-
sive constructions (cf. Section 2.3). Also, it would be exceedingly odd to assume
that the realisation of the valence of these verbs would be dependent on the prag-
matic context, viz. the properties of the regulative speech act (cf. Section 4.3).
What we find instead is that constructional semantics and the presence of argu-
ments can be dependent on the configuration of meaning given by the context
without being a matter of valence.

Our analysis of the free IO is a case study of how syntactic rules can comprise
indexical indications of contexts that facilitate interpretation of constructions
according to content found elsewhere, in the semantics of the syntactic contexts
or in the interactional context. Structural content is not segregated from prag-
matic distinctions and dimensions, but these can grammaticalise as the content
of grammatical rules. In our case, certain types of speech act preparatory rules
have grammaticalised as the indicatum of the indexical free IO construction.
Illocutionary types can replace lexically defined predications as the indicatum
of indexical signs, an interesting step casting new light on the relation between
grammatical structure and pragmatics in the sense of constitutive speech act
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rules. The difference between symbol and index is the basis for a description of
a reanalysis, the consequences of which are that pragmatic situation types can
replace lexical content as the content of an indexical relation. Pragmatics enters
the grammatical space to fulfil such new structural needs, and the observation of
this movement will serve as a corrective to the assumption that structure is only
an epiphenomenon (Hopper 1998; Bybee 2010, 2013). Bybee maintains (2013: 49)
that from the standpoint of emergent grammar, “grammar can be viewed as the
cognitive organization of one’s experience with language”. What we miss here, and
all the more so in the light of the present analysis, is the fact that when we experi-
ence language (use), we carry our knowledge and presuppositions about linguis-
tic structure with us, and that this shapes our expectations of what we are going
to encounter. Andersen’s concept of reanalysis (1973, 2008) rests on the view that
any element of usage must always also count as a test of structure. Sometimes,
our guesses about the structure used – and presupposed – by others are wrong,
and we may unconsciously have launched novel structure, for instance the gen-
eralisation of indexicality to free IOnps, to the effect that certain usage patterns
function as the content of this new structure. Given that the new rule has gained
ground, the preconditions for our experience with language (use) have certainly
been changed, too.

6. Conclusion

In this chapter, we have investigated a specific issue concerning indirect object
constructions in Modern Danish, viz. the extension of monotransitive construc-
tions with an indirect object argument, i.e. the free IOnp construction. This pat-
tern contrasts with constructions with three-place valence bearers and presents a
test case for the difference between constructions that project verbal valence and
free constructional extensions. Importantly, the free IOnp construction is com-
paratively rare and often perceived as ungrammatical by speakers of present-day
Danish, particularly in assertive contexts, whereas it is productive and unprob-
lematic in regulative contexts. We relate this to the analysis that in general, the
position for IOnps has been reanalysed as indexical. Given this frame, the free
IOnp has come to index features of the performative situation in regulative con-
texts. We conclude that pragmatic distinctions and dimensions can grammati-
calise as the content of grammatical rules, and that grammatical theories must in
general be able to incorporate such insights.
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Dialectal ditransitive patterns
in British English
Weighing sociolinguistic factors
against language-internal constraints

Johanna Gerwin and Melanie Röthlisberger

The present study weighs the effect of well-established language-internal
factors of the dative alternation such as animacy or pronominality of the
object phrases against language-external factors such as origin of the
speaker. For that purpose, the study samples three types of dative variants
(N= 7,070) from six regional dialects in the UK, namely the canonical
prepositional and double object constructions as well as the alternative dou-
ble object construction (e.g. Give it me), using the Freiburg English Dialect
Corpus (FRED) and the British National Corpus (BNC). By applying a
novel dialectometric approach that uses conditional random forests, we
compare the importance of well-known predictors across these six regions
and highlight two (political) clusters that contrast England with Wales. Our
study advances current knowledge on regional variation in probabilistic
grammars and highlights the importance of including non-canonical vari-
able patterns in the analysis.

Keywords: British English dialects, dative alternation, regional differences,
dialectometry, alternative double object construction

1. Introduction

The question of what determines the dative alternation (1) or benefactive alter-
nation (2), i.e. the choice between a prepositional construction (with to or for)
(PREP) and a double object construction (DOC) as complementation pattern of
ditransitive verbs such as give, has received ample attention from researchers for
the past decades. Still, it has only recently become a topic in sociolinguistic and
dialectological studies (see, for instance, Gerwin 2014, Tagliamonte 2014; Jenset,
McGillivray, and Rundell 2018; and Röthlisberger, this volume; also see Rauth,
this volume, for a study on dialect variation in German ditransitives).
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(1) a. (dative alternation)She gave a book to him. (PREP)
b. She gave him a book (DOC)

(2) a. (benefactive alternation)She bought a book for him. (PREP)
b. She bought him a book. (DOC)

This neglect is due to the fact that both alternations exist in the standard language
and have been explained mainly by language-internal factors such as verb seman-
tics, heaviness of the objects, or constructional meaning differences (cf., e.g., Givón
1984; Gropen et al. 1989; Goldberg 1992; Levin 1993; see also Dubois, and Röth-
lisberger, this volume, on the impact of such factors in English, or Kholodova and
Allen, as well as Rauth, this volume, on German). However, this approach overlooks
language-external factors, such as the origin of the speaker, language change over
time, or spoken vs. written mode, which also determine the linguistic choices of
speakers. To fully explain the dative and benefactive alternations, it is thus essential
to include these language-external factors in the analysis of the determining factors
(see also Gast 2007; Siewierska and Hollmann 2007; Bresnan and Hay 2008; Bres-
nan and Ford 2010; Gerwin 2014; Röthlisberger, Grafmiller, and Szmrecsanyi 2017).

For dialectologists, the question of what determines the dative alternation is
even more relevant as British dialects allow a third variant of ditransitive encod-
ing, especially when both objects are pronominal: the alternative double object
construction (altDOC), as exemplified in (3a). This construction displays the
same order of semantic roles as the prepositional construction (theme before
recipient) but, like the canonical double object construction, it does not involve
a preposition. The two canonical ditransitive patterns involving two pronoun
objects are again exemplified in (3b) and (3c).1

(3) a. She gave it him (altDOC)
b. She gave it to him (PREP)
c. She gave him it (DOC)

Earlier work with an interest in ditransitive patterns has often focused solely on
the binary alternation between PREP and DOC, sometimes even restricted to the
prototypical verb give (see, e.g., Bernaisch, Gries, and Mukherjee 2014) and only
few studies include a larger set of variants paying due regard to a more compre-

1. The logical possibility of a dialectal alternative prepositional construction (‘altPREP’) of the
type She gave to him it (i.e. recipient before theme) was explored in Gerwin (2014). This pattern
has also been called heavy-NP-shift, i.e. the displacement of a long theme towards the end of the
sentence (e.g. She gave [to him]recipient [a book about the medieval churches which they had vis-
ited on holiday…]theme), but does not play a major role in dialectal speech. The few instances of
the alternatively ordered prepositional construction found in the data were therefore excluded
from the present analysis.
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hensive envelope of variation (e.g. Mukherjee and Hoffmann 2006). In the pre-
sent chapter, we account for the fact that speakers may have more than one option
of encoding a double object construction by including the altDOC pattern in
our analysis. Furthermore, we investigate a large range of verbs other than give,
including some benefactive verbs (cf. Szmrecsanyi et al. 2016).

Our study is based on spoken regional data provided by two orthographically
transcribed corpora: the Freiburg English Dialect Corpus (FRED) and the online
edition of the British National Corpus (BNCweb). The two corpora do not only
lend themselves well to a thorough investigation of regional preferences in ditran-
sitive patterns in England but also enable a diachronic perspective, spanning two
to three generations of speakers. The database will be described in Section 2.

As Gerwin (2014) has shown, there are clear correlations between the origins
of the speakers, language change, mode of language (spoken vs. written) and
the use of different ditransitive patterns, especially where pronouns function as
objects. The present study aims to establish the extent to which this pattern choice
is determined by the sociolinguistic factors ‘region/origin of the speaker’ and
‘time’ when well-established language-internal predictors such as the animacy of
the recipient, pronominality and heaviness of the objects are modelled simultane-
ously. In addition, we are interested in whether the language-internal predictors
differ in their importance on dative choice across regions. Both the language-
internal and -external predictors will be briefly discussed in Section 3, where we
also specify how they were operationalized for the present study.

In order to address both of our research questions adequately, and due to
the multi-level nature of our dependent variable (DOC vs. PREP vs. altDOC),
we opted for a conditional random forest analysis (cf. also Bernaisch, Gries, and
Mukherjee 2014; Szmrecsanyi et al. 2016). Conditional random forests are well
suited for the present enterprise because they overcome common problems of
regression models, such as dealing with empty cells and data sparseness. We
would have encountered both of these issues when trying to fit a regression model
due to the low number of altDOC tokens in our dataset. The method will be laid
out in further detail in Section 4.

Our results are presented in Section 5, featuring the aggregate perspective, i.e.
the overall ranking of language-internal and -external constraints, as well as the
regional perspective. The latter compares constraint rankings across our six British
regions and calculates the distance between the regions based on these rankings
using a novel method called VADIS, proposed only recently in the literature.

Section 6 is a further discussion section and Section 7 concludes our chapter
with a short summary of the main findings. The present study shows that modelling
language-external factors alongside language-internal factors furthers our under-
standing of linguistic choices and thus contributes to an integrated approach to the
explanation of the dative alternation in (British) English.
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2. The data

This study is based on data from two corpora containing regional speech: the
Freiburg English Dialect Corpus (FRED) and the online version of the British
National Corpus (BNCweb). FRED is a 2.5-million-word corpus of orthographi-
cally transcribed speech, which was recorded between 1970 and 1989 as part of an
oral history project. Most of its 431 speakers were born between 1890 and 1919 and
were thus of at least sixty years of age at the time of recording. Furthermore, there
are twice as many male speakers (277) in the corpus as females (132). The corpus
represents the speech of typical NORMs (i.e. non-mobile, old, rural, males) and
thus taps the ‘purest’ traditional dialect speech possible (Hernández 2006).

The second corpus is the 100-million-word British National Corpus (BNC),
which is not specifically a dialect corpus. However, its ‘spoken-demographic’ part
(about 10% of the overall corpus) necessarily contains regional speech. The online
platform of the BNC, BNCweb, enables searches according to the ‘accent/dialect
of the speaker’, which makes it possible to access dialect speech. This sub-corpus
of regionally tagged data amounts to 3.3 million words and is henceforth referred
to as ‘BNCreg’. The spoken-demographic part of the BNC is more recent than
FRED, containing every-day conversations of 124 informants of at least 15 years of
age from the early 1990s (cf. Burnard 2012). There is thus a real-time difference of
about 20 years between the two data sets and, given that the speakers in FRED
were comparatively old at the time of recording, an apparent-time difference of
two to three generations of speakers.

The region labels of the two corpora were aligned so that they could be com-
pared. This resulted in six broad British regions, whose exact county boundaries
can be gleaned from the map in Figure 1: the Southeast (SE), the Southwest (SW),
the Midlands (MID), the North (N), Wales (WAL), and Scotland (SCOT) (see
Gerwin 2014: 91–92 on the re-classification of the dialect regions in the corpus).

The corpora were searched for a number of ditransitive verbs (e.g. give, tell,
show, teach, buy etc., cf. also Section 3 below) which are known to alternate in
the dative or the benefactive alternation. The verb list was compiled to include
a maximum of alternative double object constructions by first searching for two
adjacent personal pronoun objects, as altDOCs are most frequently found in dou-
ble pronoun constructions. The verbs found with two pronoun objects were then
used to extract all other ditransitive constructions from the two corpora (for a
detailed account of this extraction of a verb list, which was then, in turn, used to
extract all ditransitive structures, see Gerwin 2014: 72–76.).

Only those instances were counted where the verb was followed by two overt
pronominal or full noun phrase objects, one denoting the theme and the other
the recipient, as in a prototypical declarative sentence. For the sake of compara-

198 Johanna Gerwin and Melanie Röthlisberger



Figure 1. Region boundaries in the FRED and BNCreg data (cf. Gerwin 2014: 92)

bility, no passives (e.g. She was given a book by John), wh-questions (e.g. Which
woman did you give a book (to)?) or other structures in which one of the objects
is fronted were included. Clausal objects (e.g. Don’t tell him [I’ve got Monday
off]theme) were also excluded as they typically do not allow variation with PREP.
After eliminating very low frequency patterns, e.g. those that involved heavy NP-
shifting and those where the language-internal predictors could not be unam-
biguously classified, we were left with a total of 7,070 ditransitives (2,621 in FRED
and 4,449 in BNCreg). Table 1 provides an overview of the raw and normal-
ized (per 100,000 words) frequencies of the constructions in FRED and BNCreg
by region. The table illustrates that while BNCreg contains a larger number of
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dative constructions in general (as indicated by the normalized frequencies), the
proportional distribution among the dative constructions (altDOC, DOC and
PREP) is largely the same in both corpora.

The regional distribution of the three constructions in the two corpora is
visualized in Figure 2 and Figure 3 in the form of mosaic plots. These mosaic
plots on the one hand indicate the overall size of the data sets per region. On
the other hand, they represent the proportions of the three ditransitive patterns
per region. The width of the columns shows that in both corpora the main por-
tions of the data are from the Southeast, Southwest, Midlands and North, while
Wales and Scotland contribute a smaller amount of constructions to the overall
data sets. The vertical dimension of the plots shows how the three constructions
are represented per region. Both figures illustrate that the majority of ditransi-
tives (85–86%) appear in the double object construction, between 13 and 14 per-
cent occur in the prepositional construction and between one to two percent in
the alternative double object construction. This reflects Bresnan and Nikitina’s
(2003: 13) finding that “there is a strong skewing of the syntax of alternating dative
verbs towards [the double object construction] in conversational English usage”.

Table 1. Normalized frequencies (per 100,000 words) of ditransitive patterns in the
FRED and BNCreg data; raw numbers are given in brackets

Construction Corpus South‑East South‑West Wales Midlands North Scotland Total

altDOC FRED 0.16
(1)

0.51
(3)

2.25
(2)

1.71
(6)

2.26
(11)

0.50
(1)

1.03
(24)

BNCreg 0.78
(8)

2.82
(11)

3.99
(8)

3.50
(27)

4.28
(29)

1.10
(1)

2.66
(84)

DOC FRED 83.28
(520)

100.86
(594)

119.43
(106)

111.59
(392)

104.87
(511)

65.10
(130)

96.27
(2253)

BNCreg 115.23
(1,179)

138.20
(539)

112.60
(226)

104.73
(809)

132.27
(897)

146.44
(133)

119.89
(3,783)

PREP FRED 18.26
(114)

18.17
(107)

9.01
(8)

13.09
(46)

12.52
(61)

4.01
(8)

14.70
(344)

BNCreg 20.04
(205)

22.56
(88)

17.44
(35)

18.51
(143)

14.60
(99)

13.21
(12)

18.44
(582)

Total FRED 101.69
(635)

119.54
(704)

130.70
(116)

126.39
(444)

119.64
(583)

69.61
(139)

111.99
(2621)

BNCreg 136.04
(1392)

163.59
(638)

134.03
(269)

126.74
(979)

151.14
(1025)

160.75
(146)

141.00
(4449)

TOTAL ALL 2,027 1,342 385 1,423 1,608 285 7,070
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Figure 2. Ditransitive patterns per region in FRED

Figure 3. Ditransitive patterns per region in BNCreg

3. Predictors in the ditransitive/benefactive alternation

This section breaks down the vast amount of research which has tried to solve
the problem how “an English speaker determine[s] which of the alternative dative
structures to choose to convey a given message about a given event” (Bresnan
et al. 2007: 70). It describes the pragmatic and other linguistic factors that are
known to play a role in the choice of ditransitive encoding and their operational-
ization for this study.
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3.1 Verb sense

Only certain verbs are said to participate in the dative/benefactive alternations,
namely the so-called ‘alternating semantic verb-classes’, as listed by Gropen et al.
(1989) or Levin (1993). The present study was conducted on the basis of 14 such
verbs: bring, give, hand, lend, offer, owe, pay, sell, send, show, teach, and tell for
the dative alternation, and buy and fetch for the benefactive alternation. The two
benefactive verbs were included to maximise the representation of the alternative
double object construction.

Figure 4 shows the proportion of the three constructions altDOC, DOC and
PREP by verb in the dataset, with raw numbers of occurrences in each bar. The
prepositional variant is relatively most frequently used with the verbs sell and
hand and least frequently with teach, tell and owe. Note that teach is categori-
cally used with the double object construction in the dataset. The alternative dou-
ble object construction is relatively most frequently used with the verbs show and
fetch.

Each verb instance was coded for one of three meanings (cf. Bresnan and
Ford 2010: 177): ‘transfer’ (actual or intended transfer of a concrete object (or
knowledge, in the case of teach), ‘communication’ (transfer of message), or
‘abstract/idiomatic’. All three verb senses are exemplified in (4–6) below with dif-
ferent verbs. Note that the coding for verb sense includes verb type and verb
semantics, e.g. constructions that use give in the transfer sense are coded as give.t,
in the communication sense as give.c, and in the abstract sense as give.a.

(4) a. (BNCreg: KB2 3674)They give you holiday pay then?
⇒ give.t

b. (FRED: KEN 011)All the time they was bringing ‘em in their living.
⇒ bring.t

(5) a. (BNCreg: KDK 526)Did Clare give you the message?
⇒ give.c

b. (BNC reg: KDL 207)it tells you all about it in the book and also here.
⇒ tell.c

(6) a. And you put your foot behind the stone, and give it a good (e ‘cracking
(FRED: PEE 001)sound’) crack

⇒ give.a
b. (BNCreg: KDW 4641)Could you lend me two fingers?

⇒ lend.a

It is clear that not all verbs qualify equally for this semantic classification. While
give has many abstract uses, especially the light verb uses of give such as e.g. give
it a go, the verb semantics of tell is mainly restricted to the communication sense.

202 Johanna Gerwin and Melanie Röthlisberger



Figure 4. Proportion of the three constructions altDOC, DOC and PREP by verb

3.2 Length and weight ratio

The data were also coded for object-related factors which are known to influence
the choice of the dative/benefactive construction. A strong factor in the determi-
nation of the dative/benefactive alternation is the syntactic weight/length of the
two objects. English shows “a preference for linearizing light constituents before
heavy ones” (Siewierska and Hollmann 2007: 84), also called the ‘principle of end
weight’ (Behaghel 1909; Wasow 1997). This would lead to a preference of the dou-
ble object construction with relatively light recipients or heavy themes (as in (1)
and (2) above), whereas the prepositional construction would be preferred with
heavier recipients or lighter themes (as in e.g. (7) below). Thus, the longer the
recipient, the more likely a prepositional construction with to or for.

(7) Give it to the woman.
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We coded the length of the constituents by number of typed characters (including
spaces in multiword objects and excluding the prepositions to and for) as this has
been shown to be a robust measure of weight (cf. e.g. Wolk et al. 2013: 10). Follow-
ing Bresnan et al. (2007), we additionally calculated a relative length measure, i.e.
weight ratio, dividing the length of the recipient in the number of typed charac-
ters by the length of the theme.

3.3 Pronominality

Another predictor we coded was the syntactic category of the object, i.e. whether
the object was pronominal or a full noun phrase. We coded only personal pro-
nouns (in all their standard and dialectal forms) as ‘pronominal’, whereas demon-
strative, indefinite, and reflexive pronouns were coded as full noun phases.
According to Siewierska and Hollmann (2007: 92), “it has often been observed
that it is specifically personal pronoun objects that may display special syntactic
behaviour”. Gast (2007:37) also points out that “deictic pronouns and pronominal
one are generally classified as pronouns, but they often behave like full NPs with
respect to their distribution in ditransitive constructions”. The factor theme/recip-
ient pronominality is necessarily related to the factor weight as personal pro-
nouns are shorter/lighter than noun phrases. Theme/recipient pronominality also
touches on the interrelated factors of ‘topicality’ and ‘definiteness’. ‘Topicality’ or
‘topic-worthiness’ describes the attributes associated with typical subjects, such as
short, animate, pronominal, definite, proper and given (Thompson 1995: 158). The
more subject-like an object, the earlier it will appear in the sentence: “Since recip-
ients are typically human and, therefore, more likely to be the topic of conver-
sation than themes, which are typically inanimate, [recipients] are more likely to
be given and thus should linearly precede themes.” (Levin and Rappaport Hovav
2005: 217). This effect has also been called ‘given-before-new’ principle.

The pronoun category is also often included in scales of increasing definite-
ness (cf. Wolk et al. 2013: 393; Aissen 2003: 437, 443; Collins 1995:39), from indef-
inite noun phrases, definite noun phrases, proper names, to pronouns. It is thus
expected that a pronominal object, which fulfils most of the above subject criteria
will be ordered before a full noun phrase object. Thus, if the recipient is pronom-
inal a double object construction is more likely (cf. again Examples (1) and (2)
above); if the theme is pronominal PREP will more likely occur (cf. again (7)).
Even though the mentioned factors are highly correlated, and we therefore did not
code them separately, there are studies which show that, e.g. pronominality and
definiteness affect dative choice independently from each other (cf. e.g. Bresnan
et al. 2007).
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3.4 Recipient animacy

An inanimate recipient is traditionally considered as blocking the double object
construction, i.e., the recipient in a double object construction has to be an ani-
mate possessor. If, however, the inanimate noun phrase can be construed as an
animate possessor, e.g. by means of metonymy, the double object construction is
still possible (cf. Green 1974: 103–106; Levin 1993: 48). This is illustrated by the fol-
lowing examples.

(8) a. Jim sent a book to London.
b. *Jim sent London a book.
c. Jim sent London [‘the people in the London office’ etc.] a book.

Most recent studies examine the dative alternation in terms of an animacy scale
distinguishing for example between human – animal/organization – (non-)con-
crete inanimate/place/time (cf. Garretson 2003; Bresnan et al. 2007; Bresnan and
Hay 2008) and thus taking into consideration that theoretically any inanimate can
be construed as an animate. Generally, it is expected that the closer a recipient
is towards the ‘animate’ end of the scale, the more likely it will occur in post-
verbal position, i.e. in DOC. We excluded only non-metonymic places and fixed
idiomatic expressions from the analysis, for which no conceivable alternation
exists, such as in (9–10).

(9) That was the bigger threat. The big thing that brought them to Orkney
(BNCreg: HEC 114)

(10) (BNCreg: HUH 4)It brings a tear to my eye.

The other tokens were classified according to a four-way distinction: animate –
collective (including organizations and institutions) – inanimate – locative
(involving potential metonymy). About 230 recipients could not be coded for ani-
macy because they involved the 3rd person pronouns it and them or the demon-
strative that which could in theory (especially in the contexts of the traditional
rural FRED data) refer to animals. Tokens such as these, where a clear classifica-
tion failed as in (11) and (12), were excluded from the analysis.

(11) Saturday mornings used to give it a good brush up you know, didn’t take long.
(FRED: WIL 022)

(12) (FRED: SFK 032)He say, make Sure you give them three minutes.

For the same reason, we had to exclude the factor ‘theme animacy’ as for too many
of the theme objects, the referents of personal, demonstrative, indefinite or simply
truncated objects, rife in the spontaneous speech represented in the two data sets,
could not be retrieved from the context.
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3.5 Presence / absence of other words

Another particularity of the spoken data represented in the two corpora was that
in many cases, namely in about 440 instances, there was intervening material in
the ditransitive verb phrase. Either the ditransitive verb was modified by adverbial
particles such as back, down, here, home, off, or out or the discourse marker say
occurred. These elements could appear in between the two objects or following
the second object (as in 15). Both cases are exemplified below for both DOC and
PREP. To investigate the potential influence of presence/absence and position of
intervening material on the choice of construction, we coded if a particle occurred
and whether it occurred between the two objects (as in 13 and 14).

(13) (FRED: KEN 011)and all the time they was bringing ‘em in their living

(14) Now look you’ve got to give that ticket back to Mr […] otherwise you won’t get
(BNCreg: KCT 14186)a Christmas dinner!

(15) (FRED: LND 005)My mum used to give me a penny back

3.6 Region and corpus

The language-external factors we coded for were already mentioned in the data
description in Section 2. The six broad British regions (Southeast (SE), Southwest
(SW), Midlands (MID), North (N), Scotland (SCOT), and Wales (WAL) capture
the regional dimension of ditransitive encoding. The two corpora, FRED includ-
ing speech from NORMs in the 1970s and the BNCreg, including speech from
younger people in the 1990s, represent the diachronic dimension of the analysis.

This leaves us with a total of eight predictors, six language-internal ones
(verb semantics, syntactic weight or weight ratio, recipient pronominality, theme
pronominality, recipient animacy, and adverbial particle) and two language-
external ones (region and corpus).

4. Method: Conditional random forest models

In order to gauge the impact of the language-internal and -external predictors
on the choice of dative construction, we decided to make use of conditional
random forests with the cforest() function in the party package in R (Hothorn,
Hornik, and Zeileis 2006; Strobl et al. 2007; Strobl et al. 2008) instead of the more
often employed logistic regression analysis. While we are aware that (Bayesian)
regression would certainly have yielded comparable if not even more informative
results about the impact of the predictors, the statistical robustness of conditional
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random forests was decisive for our choice. This is especially so considering
the potential collinearity of predictors in our dataset (namely a high correlation
between two or more predictors in their effect direction, e.g. pronouns are not
only pronominal but also short and often animate). Conditional random forests
seek to predict which of two or more outcomes (in this case three: DOC, PREP, or
altDOC) is more likely given a set of predictors. While regression models apply a
mathematical equation to address this issue, random forests establish the useful-
ness of predictors with trial and error by aggregating over a predefined set of con-
ditional inference trees computed on a randomly selected subsample of the data.
Conditional inference trees split the data recursively into smaller and smaller sub-
sets based on those predictors that make the most homogeneous split with regard
to the dependent variable so that the different variants of the dependent variable
are kept separate. The aim of conditional inference trees is thus to retain as much
homogeneity in the split data as possible for each binary split. The splitting is
repeated until no further splits can increase the homogeneity in the data.

Conditional inference trees enjoy quite some popularity in linguistics today
because of the ease with which one seems to be able to interpret the visualization
of the tree (but see Gries 2019). Conditional inference trees are read like a
decision-flow tree from top to bottom: In the illustrative example of a tree in
Figure 5 below, the first split of the data is on the most important predictor accord-
ing to the tree (here: relative length or WeightRatio). The reader then follows the
various nodes down the tree, e.g. if the relative length of the constituent is less or
equal to 1.429 (first split, node 1), and if relative length is longer than 0.917 (right
branch of split on node 2), then recipient pronominality becomes a decisive fac-
tor (node 10). If the recipient is a pronoun (right branch of node 10), DOC is
the most likely response, followed by PREP and then altDOC. If the recipient is
a noun phrase (NP) (left branch of node 10), altDOC is inexistent and PREP is
more likely than with pronominal recipients.

Figure 5. Sample tree with three predictors (WeightRatio or relative length of the
constituents, recipient pronominality and corpus)
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Conditional random forests run a lot of trees separately on randomly selected
subsamples of the data and consider a random, pre-defined number of predictors
at each split in each tree. The prediction accuracy of each tree is then assessed
by comparing the predictions of the tree on the not-sampled data with the actual
constructions in the not-sampled data and used to evaluate the usefulness of the
predictors associated with the splits in the tree. Finally, the importance of each
predictor is calculated using a conditional permutation scheme: Each predictor
is permutated in that any potential connection between the levels of the predic-
tor with the dependent variable (in our case the three ditransitive patterns) is
removed. Imagine, for instance, that for the predictor ‘recipient pronominality’ all
nominal recipients occur in prepositional variants and all pronominal recipients
in double object constructions. In contrast, the permutated predictor would have
an equal number of nominal recipients in the prepositional and double object
construction. This permutated predictor is then used in an additional tree to pre-
dict the out-of-bag or not-sampled data and the prediction accuracy of this addi-
tional tree is compared to the prediction accuracy of the original tree. The more
valuable the predictor in the tree, the greater the difference in accuracy between
the original tree and the tree with the permutated predictor (Strobl et al. 2008; see
also Tagliamonte and Baayen 2012: 160). The random forest repeats this procedure
for the specified number of trees (often around 2000–3000 trees) and calculates
predictor importance by aggregating over all trees.

Through this aggregation process and the random components in the forest
(random sampling, random choice of predictors, permutation scheme), random
forests are quite robust models as they reduce overfitting, can deal with outliers,
and avoid potential problems of correlated predictors in the dataset (e.g. pronom-
inality and weight ratio). They furthermore reduce the need for cross-validation,
e.g. by running several models and aggregating over them, to assess the robustness
of the result (Gries 2019). What is more, conditional random forests can deal
with the perfect separation of the dependent variable in combination with inde-
pendent factors (e.g. if all pronominal recipients occur in DOC and all nominal
recipients in PREP) and the issue of multi-level and numeric factors (e.g. relative
length) – problems that logistic regression models often struggle with (see
Tagliamonte and Baayen 2012: 158–161 for details). Conditional random forests are
especially well suited to address our research question (“What is the ranking of
the predictors influencing dative choice?”) as this method provides a ranking of
predictors with regard to their importance in the model.

Of course, random forests do not come without their drawbacks: For one,
as shown in Table 2 below, random forests have potential issues with predicting
low-frequency variants as in the case of the alternative double object construction
due to the random sampling of the data. Moreover, variable importance measures
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might indicate the importance of each predictor via a ranking, but we generally
do not know which effect direction the predictor has on the outcome variable. For
instance, in the case of weight ratio the result of the random forest only attests
that this predictor is relatively important but says nothing about whether weight
ratio favours or disfavours the double object construction over the prepositional
variant. This lack of information can be addressed by computing so-called ‘partial
dependence scores’ (Friedman 2001), which represent the effect that each level of
the predictor has on the dependent variable (see Gries 2019). We computed such
dependence scores using the partial() function in the pdp package (Greenwell
2017) in order to assess the effect direction of the predictors and to determine
whether the effect directions are consistent with previous literature on the dative
alternation.

Besides calculating a random forest on the full dataset for the aggregate per-
spective on dative constructions in British English, we also aimed to determine
the degree of regional variation in the importance of the predictors on dative
choice. For that purpose, we took inspiration from a method (VADIS) recently
proposed and described in Szmrecsanyi, Grafmiller, and Rosseel (2019). This
method takes conditional random forests computed separately for each region as
an input to calculate the correlation in the ranking of the language-internal pre-
dictors using traditional dialectometric measurements.

The VADIS-method quantifies the distance between regional varieties by
comparing the regional random forests by means of a measure called ‘Spearman’s
rank correlation coefficient’ (also known as rho). The similarity between two
regions is calculated based on the ranks of the predictors in regional random
forests (Baayen 2008:91). The coefficient values range from −1 (negative correla-
tion) to 0 (no correlation) to 1 (positive correlation). The closer the correlation
coefficient towards 1, the more similar the rankings of the predictors in the two
regions; the closer the correlation coefficient to −1 the more the predictors are
ranked in exactly the opposite way in two regions. The correlation is computed
in a pairwise fashion using the cor.test() function from the stats package (R Core
Team 2017). This results in a similarity matrix which provides similarity values
between all regions.

Following the suggestions of a reviewer, we decided to modify the calcula-
tions of similarity values in order to account for the fact that VADIS does not
consider opposite predictor rankings as meaningful. For instance, two regions
with entirely opposite linguistic behaviour in the ranking of predictors would be
classified as identical with the VADIS-method since VADIS takes the absolute val-
ues of the correlation coefficient into account (e.g. 0.8, instead of the calculated
−0.8 that indicates a completely reversed ranking). Even though such opposite
linguistic behaviour is probably unlikely in our case due to the stability of this
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syntactic alternation, we decided to use the formula (1-rho)/2 as a way to calcu-
late similarity in the ranking of predictors. This provided values from 0 (perfect
positive correlation) to 0.5 (no correlation) to 1 (perfect negative correlation): the
closer the correlation coefficient to 0, the more similar the regions in their pre-
dictor rankings.

Unfortunately, neither VADIS nor this new way of calculating differences
between predictor rankings can take care of a more fundamental drawback of the
approach, namely the loss of information regarding effect direction of predictors.
For instance, while recipient length has been established as an important predic-
tor in two regions, we still do not know whether a longer recipient favours or
disfavours a double object construction in these regions. Even though we cannot
compare effect direction quantitatively by means of VADIS, we can do so qualita-
tively by comparing the partial dependence scores, i.e. the measure that indicates
the effect direction of each predictor level, across the random forests computed
for each region.

Next, in order to visualize the distance between regions, we employed Mul-
tidimensional scaling analysis (MDS) using the smacOfSym() function from the
SMACOF package for non-metric MDS (Leeuw and Mair 2009). Since MDS
requires a distance and not a similarity matrix as input, we took the values pro-
vided from our similarity calculations without any additional transformations:
regions that exhibit opposite linguistic behaviour (perfect negative correlation)
would have the highest values and regions that exhibit exactly the same linguistic
behaviour (perfect positive correlation) would have the smallest values.

Multidimensional scaling analysis is a dimension reduction technique (Kruskal
and Wish 1978) which reduces the number of comparisons made (in our case
between six regions in the British Isles) to a manageable and interpretable two or
three. In essence, MDS recreates a new data frame that approximates the original
data frame from which a new distance matrix is then calculated but with a reduced
number of dimensions. This process is repeated iteratively until the difference
between the original distance matrix and the recalculated distance matrix is as low
as possible. The aim of MDS is thus to reduce this difference between the original
and the recalculated matrices, also known as ‘stress’, as far as possible. Since stress
increases with a lower number of dimensions, the more dimensions one allows for,
the more stress is reduced. There is, however, a cut-off-point (an ‘elbow’ when plot-
ting the reduction in stress) after which no additional dimension reduces stress
extensively anymore. Preferably, this cut-off point is found after two or three dimen-
sions. The stress from an MDS is an indicator of goodness-of-fit and ranges between
0 and 1, with 0 indicating perfect fit and 1 indicating random noise and no fit at all.

In order to counter the loss of information in the MDS solution (i.e. loss
of dimensions), we additionally made use of cluster analysis in order to verify
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whether similar clusters or groups of regions emerge when we do not reduce the
number of dimensions. Cluster analysis aims to group subjects (here: regions)
into relatively homogeneous subgroups (clusters) based on their similarity (see
Aldenderfer and Blashfield 1984). For that purpose, we used Ward hierarchical
clustering as implemented in the hclust() function with method WARD.D2 and a
distance matrix based on the differences in ranking between regions as input.

5. Results

5.1 The aggregate perspective

We fitted a conditional random forest as described above on the full dataset
with parameters set to mtry =3 (number of predictors applied at each split) and
ntree =2000 (number of conditional inference trees computed). The model for-
mula is given in (16) and includes all eight predictors described in Section 3.

(16) choice of construction ~ region + corpus + verb sense + weight ratio + recipi-
ent pronominality + theme pronominality + recipient animacy + particle

The robustness of the forest was verified with a different random seed, indicating
no difference to speak of between the original and the second random forest.

Model fit was assessed by calculating the accuracy of the forest on the same
data set. Results are shown in the confusion matrix in Table 2, which cross-
tabulates the predictions of the model with the actual choice of construction in the
data. Instead of a summary accuracy of all predictions, the confusion matrix indi-
cates which constructions the model predicted less accurately than others. Note
that correct predictions are highlighted in grey in Table 2.

Table 2. Confusion matrix of prediction accuracy of conditional random forest-correct
predictions are highlighted in grey

Alternative DOC
in data

Canonical DOC
in data

Canonical PREP
in data

Total variants 108 6,036 926

Predicted altDOC   0    0   0

Predicted DOC  24 5,949 200

Predicted PREP  84   87 726
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Alternative double object constructions were never predicted by the model,
canonical double object constructions were correctly predicted in 5,949 or 98.6%
of all cases, and the prepositional variant was correctly predicted in 726 or 78.4%
of all cases. In 84 (77.8%) of all alternative double-object constructions, the forest
predicted a prepositional variant and only in 24 (22.2%) cases a double object
variant (albeit the canonical one). The non-prediction of altDOC constructions
is most likely due to their low frequency in the data overall and constitutes one
of the drawbacks of the random forest method. All in all, accuracy of the model
amounts to 93.2% which is significantly better than the baseline of 85.4% when
choosing the most frequent variant (double object) (pbinom < .001).

The variable importance of each predictor in the forest is shown in Figure 6:
Variable importance of eight predictors in the choice of dative variant in British
English – the aggregate perspective with the eight predictors ranked from most to
least important. Figure 6: Variable importance of eight predictors in the choice of
dative variant in British English – the aggregate perspective indicates that theme
pronominality is the most important predictor followed by verb sense and then
region.

Figure 6. Variable importance of eight predictors in the choice of dative variant in British
English – the aggregate perspective

The partial dependence scores computed for each predictor indicate that the pre-
dictions of the models mainly follow previous findings in the literature: the prepo-
sitional construction is more likely if weight ratio increases (i.e. the more the
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recipient increases in length compared to the theme), if the recipient is a full noun
phrase, if the theme is pronominal, if there is an intervening particle (e.g. give the
book back to Mary), if the speaker is Scottish or Welsh, or if the speaker uses the
verb sell, pay or hand (the latter two in the abstract sense). The partial dependence
scores also indicate that the prepositional dative is more likely with animate recip-
ients, which runs counter to previous findings. Note, however, that this predictor
is not important in this model.

5.2 Zooming in on regional variation

To zoom in on regional variation we fitted random forests separately by region
with the parameters set to ntree =4000 and mtry= 4. The variable importance
of each predictor in the region-specific conditional random forests is shown in
Figure 7: Variable importance of 7 predictors (excl. region) in by-region condi-
tional random forests. Predictors in Figure 7: Variable importance of 7 predictors
(excl. region) in by-region conditional random forests are ranked by the global
average of a forest fitted to the dataset without the predictor ‘region’ (using the
same parameters as for the other forests). Again, robustness of all forests except
one was confirmed by fitting the same forest with a different random seed. The
notable exception is Scotland where the factors theme pronominality, recipient
animacy and particle fluctuate in their importance depending on the random
seed. The comparison of the regional forests with the VADIS-method will there-
fore exclude the data from Scotland.

The region-specific random forests illustrate that theme pronominality is
again the most important factor across all regions apart from Scotland. Weight
ratio is the second most important predictor in all varieties except for the North,
Southeast, and Southwest, and the most important one by far in Scotland. Also
note that none of the other factors seem to play any important role in dative
choice in Scotland and that the Southeast and Southwest behave very similarly in
their ranking. The ranking in numbers of each predictor by region as shown in
Table 3: Ranking of predictors in by-region conditional random forests (1= most
important, 7= least important) complements the findings presented in Figure 7:
Variable importance of 7 predictors (excl. region) in by-region conditional ran-
dom forests and highlights that the Midlands completely mirror the ranking of
predictors in the global perspective (when disregarding region). What is more,
most predictors in the lower ranks display rather large fluctuations across regions.
This latter point might turn out problematic when calculating the differences in
the ranks between regions, as fluctuations in the lower ranks will emphasise dif-
ferences between regions that are of lesser importance.

Dialectal ditransitive patterns in British English 213



Figure 7. Variable importance of 7 predictors (excl. region) in by-region conditional
random forests

In order to determine whether the linguistic behaviour of the predictors is the
same across all regions, we calculated partial dependence scores for all predictors
in each regional random forest. This will allow us to see whether the effect direc-
tion of the predictors is the same in all regions.

Results of this analysis show that the factor effects of the six regions are very
similar regarding language internal factors: recipient animacy, theme pronom-
inality and recipient pronominality (with the exception of the South West) all
have the same effect, with animate and pronominal recipients favouring the dou-
ble object construction and pronominal themes favouring the prepositional vari-
ant. Weight seems to have an impact when the ratio goes beyond 1 or 2, apart
from Scotland, where we can observe quite a few prepositional datives with a low
weight ratio. The different verb senses also seem to have a different impact on the
choice of ditransitive constructions in the different regions pointing to regionally
specific lexical patterns and thus underscoring the importance of verb sense in the
aggregate model. The presence of a particle (whether intervening or at the end of
the construction) makes the prepositional dative overall more likely in all regions,
apart from in Scotland, where the absence of the particle makes the largest contri-
bution to prepositional choice. Finally, in two regions – Scotland and the South-
east – the prepositional dative is more likely in the BNC than in FRED, while the
pattern is reversed for the other four regions.
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Table 3. Ranking of predictors in by-region conditional random forests (1 =most
important, 7 = least important)

Factor Midlands North Scotland Southeast Southwest Wales

Theme pronominality 1 1 4 1 1 1

Weight ratio 2 3 1 3 3 2

Verb Sense 3 2 3 2 2 4

Recipient pronominality 4 4 2 4 4 3

Corpus 5 5 7 5 5 7

Recipient animacy 6 6 5 6 6 5

Particle 7 7 6 7 7 6

Following the VADIS-method, we next calculated Spearman’s rank correlation
coefficient in a pair-wise fashion between the five regions with (1-rho)/2, leaving
out the (unreliable) data from Scotland. This measure was then fed into a distance
matrix. Table 4 shows the mean similarity of each region to all others (calculated
by averaging over all correlation coefficients of each region separately) and Table 5
presents the calculated distance matrix obtained from the pairwise comparisons.
The closer the value to 0 in Table 4 and Table 5, the more similar the two regions
in their linguistic behaviour (positive correlation). As shown in Table 4, Wales is
the only region dissimilar from the other regions, while the Southwest, the South-
east, the North and the Midlands seem to form some kind of cluster. The distance
matrix in Table 5, however, shows that, when zooming in on pairwise compar-
isons, it is only the North, Southeast and Southwest that form a cluster while the
Midlands is minimally distinct.

Table 4. Mean similarity (correlation) of each region to all others sorted by decreasing
similarity

Variety Mean similarity

Southwest 0.031

Southeast 0.031

North 0.031

Midland 0.031

Wales 0.098
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Table 5. Distance matrix obtained on the basis of region-specific conditional random
forests

Midlands North Southeast Southwest

North 0.018

Southeast 0.018 0.000

Southwest 0.018 0.000 0.000

Wales 0.071 0.107 0.107 0.107

We then sought a low-dimensional representation of the distances shown in
Table 5 with a dimension reduction technique, viz. Multidimensional scaling. For
this, we made use of the smacofSym() function in the smacof package (Leeuw
and Mair 2009) in R to calculate a non-metric MDS solution. The choice of MDS
statistic was motivated by the fact that the MDS solution calculated with the
isoMDS() function from the MASS package, which would have been the more
common choice, resulted in a stress that was near zero indicating that the solution
might be degenerate because of insufficient data overall. Instead we opted for the
smacofSym() function as this also allowed us to define identical values in the dis-
tance matrix as non-relevant for the MDS solution (see also Levshina 2015: 348).
The stress of the resulting MDS solution is < 0.0001 indicating a good fit. The cor-
responding Shepard diagram (not shown here), which plots the observed dissim-
ilarities against the fitted distances, indicates that the MDS solution is good.

The MDS solution is shown in Figure 8. Distances correspond to differences
in the ranking of the language-internal predictors with distances between varieties
corresponding to differences in ranking. The more distant the varieties, the more
different the ranking of the predictors in the random forests.

This highlights that Wales is the odd-one out with large distances between
Wales and the other regions on the first dimension. The Southwest, Southeast and
the North are identical, with the Midlands slightly apart from those three regions.

The additional cluster analysis confirms these three clusters and the close sim-
ilarity between the Midlands and the Southwest/Southeast/North-cluster. All in
all, the MDS solution (and the cluster analysis) seem to point to a regional dis-
tinction between England vs. Wales: The Southwest, Southeast, the North and the
Midlands are – linguistically as well as politically – close to each other while Wales
is more distant.
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Figure 8. Two-dimensional visualization of regional distances. Distances correspond to
differences in the ranking of the language-internal predictors

6. Discussion

We started out this study with the intent of teasing apart the influence of language-
internal and -external constraints on the variation between three ditransitive vari-
ants in the dialects of the British Isles: canonical double-object and prepositional
constructions (which together form part of the well-known dative and benefactive
alternations), and alternative double-object constructions that follow the word
order of the theme and recipient in the prepositional variant but exclude the
preposition to/for.

To address our first research question, namely what the relative importance
of social and linguistic constraints is when choosing between the three possible
variants in British English dialects, we fitted a random forest to the full dataset.
Results of this random forest show that theme pronominality is the most impor-
tant factor (cf. also Dubois, this volume), followed by verb sense and then region.
It is noticeable that region is the third most important predictor before other
language-internal predictors such as weight ratio or recipient pronominality as
this finding stands in contrast to other studies on the dative alternation (see, e.g.,
Röthlisberger, this volume).

At the same time, the importance of language-external predictors in syntactic
alternations – such as region – has been observed in other alternation studies (e.g.
Szmrecsanyi et al. 2016). The regional signal in the present study could, however,
be due to the variants sampled: As Gerwin (2014) has shown, the alternative dou-
ble object construction involving two pronominal objects (e.g. Give it me) is most
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frequent in the Midlands. AltDOC with a pronominal theme and full NP recip-
ient (e.g. Give it the woman) is most frequent in the North. Likewise, one could
assume that the high ranking of the factor ‘theme pronominality’ is due to the
inclusion of altDOC tokens as most of them (but not all) involve pronominal
themes. A follow-up random forest (not shown here) fitted without the altDOC
tokens refutes both assumptions. In this analysis we subjected this reduced dataset
(i.e. 6,036 DOC, 926 PREP tokens) to the same procedure outlined above and
received highly concurrent results: the ranking of predictors follows the overall
ranking of the full dataset with theme pronominality featuring on top, followed
by verb sense and then region. That is, even though altDOCs include a high num-
ber of pronominal themes and are unequally distributed regionally, other aspects
seem to account for the importance of the predictors theme pronominality and
region. What is more, together with the regional signal, the importance of theme
pronominality is also largely consonant with earlier studies: Bresnan and Hay’s
(2008) study on New Zealand and American ditransitive variants also revealed
theme pronominality to be the most decisive factor.

With regard to the importance of verb sense, the partial dependence scores of
the regional forests pointed to extensive variability in lexical preferences in each
region, thereby highlighting the lexeme-specific patterns of ditransitive construc-
tions. This result finds support in earlier work that observed that the importance
of factors highly depends on the verbs analysed (see Röthlisberger, Grafmiller,
and Szmrecsanyi 2017: 700–701, and Röthlisberger, this volume). What is some-
what surprising is that our factor ‘corpus’, which corresponds to the language-
external dimension of time or language change over time, does not feature as
important here. This would suggest that the data sets of FRED and BNCreg are
not all that different when it comes to ditransitive encoding. (Remember that
we only had one region in the regional perspective that deviated from the other
regions regarding corpus preference for dative construction, namely the South-
east, not counting Scotland). Not only does there not seem to be a generational
difference in the uses of the three ditransitive variants, but this result also suggests
that the regionally sampled data of the BNC could be taken as a valid source for
grammatical dialect phenomena similarly to the FRED corpus, which was specif-
ically designed as a dialect corpus. If the factor corpus had featured higher in the
overall ranking of constraints, one could also have assumed that the sampling
methods might account for these differences.

Next, our study zoomed in on regional differences to answer our second
research question on the importance of language-internal predictors across the six
regions by using a comparative method that draws inspiration from the VADIS
method outlined in Szmrecsanyi, Grafmiller and Rosseel (2019). This comparison
was then visualized in a two-dimensional plot using multi-dimensional scaling
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analysis. That plot shows that linguistic distances seem to correspond somewhat
to political distances, with the Southwest, the Southeast, the North and the Mid-
lands close to each other and Wales further apart. Overall, the ranking between
the predictors is fairly similar across the whole of the UK with an indication of
an England-Wales distinction. However, as noted previously, fluctuations in the
lower ranks of the predictors – as in the case of Wales – overemphasise poten-
tial differences between the regions. What is more, the partial dependence scores
have indicated that for the Southwest, the linguistic behaviour is different to the
other regions with regard to recipient pronominality, not just concerning syntac-
tic factors but also regarding lexical preferences. The MDS plot (and the VADIS-
method), however, assumes the regional dialects to be similar due to similarity in
ranking and does not take such deviations in linguistic behaviour into account.

With regard to the Scottish data, which was neglected in the MDS plot, but
which still shows differences in ranking on the three most important predictors
compared to the other regions (notably weight ratio), a closer look at the data
shows that Scotland is indeed somewhat different from the other dialect areas.
Contrary to the North, Scotland hardly features altDOC examples. In fact, the
vast majority of ditransitives sampled from Scotland occur in the canonical dou-
ble object construction. This is also the tendency observed for the North (cf.
Gerwin 2014: 156, 178). As Gast (2007: 51–52) notes, Scandinavian languages also
predominantly feature recipient-theme order in ditransitives so that this order
“may well be the result of language contact with Old Norse”. He further states:
“Given all the other (e.g. lexical) evidence that we have for contact influence of
Old Norse on Old English, the hypothesis that rec-th order […] is due to language
contact is certainly not too far-fetched.” It is possible that the difference in rank-
ings observed in our data set for the first three important predictors is due to this
influence which separates the Scottish from the rest of the British data including
the North, which according to our region boundaries also comprises some east-
ern areas, which were not part of the historical Danelaw.

Overall, the results of our study are only partially consonant with the “Fun-
damental Dialectology Principle” (Nerbonne and Kleiweg 2007: 154) which states
that geographic proximity between dialects or varieties should predict their lin-
guistic similarity. Rather, what we seem to observe is a political border between
England and Wales. This border should, however, not be overstated, as pointed
out above, since the lower-ranked predictors – corpus, recipient animacy and
particle – contribute disproportionately to the variability in the ranking while not
carrying any importance in the model. Our findings might thus fall in line with
the studies by Jeszensky et al. (2017) and also Szmrecsanyi (2012a) that indicate
that geography might be “overrated” as an explanans to account for linguistic
similarity. The non-importance of geography in the MDS solution is even more
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surprising in view of the large body of work that has shown that geographic prox-
imity can be correlated with linguistic similarity between varieties or dialects as
has been repeatedly attested in varieties of English (e.g. Szmrecsanyi 2012b) but
also in other languages, e.g. in Swiss-German (Scherrer and Stoeckle 2016), Dutch
(Spruit, Heeringa, and Nerbonne 2009) or Tuscan dialects (Montemagni 2008).
In contrast to these studies, however, the present analysis zooms in on speaker’s
probabilistic grammar rather than using the frequency with which a variant is
used to measure dissimilarity between dialects. And in that regard, we find largely
stability across regional dialects.

On the theoretical level, our study thus adds to current discussions on regional
variation in probabilistic grammars – a subject of study which has received
increasing attention in the past years (see, e.g., Szmrecsanyi et al. 2016; Heller,
Szmrecsanyi and Grafmiller 2017; Röthlisberger, Grafmiller and Szmrecsanyi
2017; Grafmiller and Szmrecsanyi 2018). Focusing on different national varieties
of English (e.g. Singapore, New Zealand, Canadian English), previous work has
observed some very general regional variation in the stochastic constraints that
drive linguistic variation (see Heller 2018; Röthlisberger 2018 for fairly recent
accounts). However, none of these studies have been able to relate the linguistic
distance to geographic (or otherwise) distance between varieties due to the global
spread of these national varieties. Only by focusing on one specific locality, here
the British Isles, we were able to showcase the extent to which geography plays
a role in accounting for linguistic distances in probabilistic grammars. Similar
to these previous studies, we have also shown that geography might indeed be
overrated when it comes to speakers’ linguistic choice-making. What is more, we
believe that even though some low-frequency dialect phenomena such as the alter-
native double-object construction are difficult to model statistically (as in the pre-
sent study), they ought to be included in the analysis as they are part of speakers’
linguistic reality and part of the social cognitive grammar that underlies language
output as represented in corpus data. (cf. Szmrecsanyi et al. 2016).

7. Conclusion

Our study has compared the importance of social and language-internal con-
straints on the choice of three constructions in British English dialects using a
five-step approach.

First, we fitted a random forest to the full dataset of British English alternative
double object, canonical double object and prepositional constructions. Second,
we fitted six separate random forests to the subset of the data for each region.
Third, we compared the relative importance of language internal constraints by
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region and quantified this comparison with Spearman’s rho (excluding the data
from Scotland). Fourth, we transformed the similarity scores between the five
regions to distance scores and computed a distance matrix. Fifth, this distance
matrix then served as input for a multi-dimensional scaling analysis which
reduced the number of comparisons to a visualisable two.

Our results show that the language-internal factors of theme pronominality
and verb sense feature as most important for making a choice on ditransitive
constructions. However, the language-external factor region occupied third place,
indicating that the location of speakers also plays an important role in this choice.
The other language-external factor we tested, namely corpus (representing both
a real/apparent time difference of about two to three generations of speakers and
a difference in sampling methods), could not be shown to have any influence on
the choice of construction.

The random forests we fitted per individual region and the multi-dimensional
scaling analysis show that in all regions apart from Scotland, theme pronominal-
ity emerges as the most important factor, just as in the aggregate solution. The
regions further form two political clusters that contrast England with Wales.

While this approach has some limitations mentioned in the discussion, we
need to stress the possibilities it also offers to any dialectologist interested not only
in the comparison of frequencies of linguistic variants (which is the traditional
approach) but who takes an interest in the underlying probabilistic constraints
which influence the choice between ditransitive variants. It has been argued that
these probabilistic constraints jointly form a speaker’s probabilistic grammar and
that probabilistic grammars are shared within a speech community (cf., e.g.,
Grafmiller et al. 2018; Scott-Phillips and Kirby 2010). We acknowledge that nei-
ther the leap from individual to community grammar is straightforward, nor is
the cognitive reality of such probabilistic grammars undisputed (see Klavan and
Divjak 2016 for discussion). Despite these limitations, we are convinced that our
study advances current understanding of regional variation in probabilistic gram-
mars (on the community level) and – by including a third dialectal variant in the
analysis – contributes to an integrated approach to syntactic variability in non-
standard varieties.

Future studies that follow from this should not only explore other (morpho-)-
syntactic alternations in British English dialects but extend this analysis to other
localities as well, such as New Zealand, or India, where intra-systemic variation can
also be observed. What is more, while we have focused on regional variation now,
our method, and the VADIS method in general, could be applied to all sorts of com-
parisons, e.g. across different styles and levels of formality, across different social
groups and even comparing individual speakers if enough tokens of such individu-
als are available.
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Exploring variation in the dative
alternation across World Englishes

Melanie Röthlisberger

The present chapter explores the variable nature of speakers’ (probabilistic)
grammar by analysing variation in the English dative alternation across
World Englishes. While the numerous constraints that impact the choice of
variant are well-known, the extent to which the regional variability of these
constraints in specific registers or lexical items can be generalized to the lan-
guage as a whole has largely remained understudied (but see, e.g., Bresnan
and Ford 2010; Röthlisberger, Grafmiller, and Szmrecsanyi 2017). The cur-
rent study takes a comprehensive large-scale comparative perspective across
nine varieties, 14 different registers and including 86 alternating verbs
(N= 13,171) to showcase how restrictions in the dataset (e.g. to specific regis-
ters or verbs) can result in misleading generalizations. Results of mixed-
effects regression analyses indicate that the factors regionally variable across
the whole dataset might not be regionally variable across specific registers.
Thus, the present chapter not only confirms the variable nature of proba-
bilistic grammars but also stresses the importance of combining an aggre-
gate perspective with more fine-grained analyses to grasp more fully the
cross-lectal variability of speakers’ grammatical knowledge.

Keywords: dative alternation, World Englishes, probabilistic grammar,
cross-lectal variation

1. Introduction

The present study compares variation on the aggregate level (across multiple
varieties, registers and lexical items) to variation on more fine-grained levels of
language usage (variation within lexical items or registers) with respect to the
language-internal and -external constraints that influence the choice between the
ditransitive dative (as in 1a) and the prepositional dative (as in 1b) across a set of
nine varieties of English.
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(1) a. ditransitive dative:
<ICE-GB:S1B-066>I’d given [Heidi]recipient [my T-shirt]theme

b. prepositional dative:
<ICE-CAN:S1A-058>And I’d given [the key]theme to [Helen]recipient

Abundant research has shown that the factors governing the choice of dative
variant are multifaceted and non-deterministic (see, e.g., Bresnan et al. 2007;
Bernaisch, Gries, and Mukherjee 2014; Theijssen et al. 2013, among others). These
factors include pronominality (e.g. pronominal recipients favour the ditransitive,
non-pronominal recipients favour the prepositional dative), definiteness, given-
ness, length of the constituents (e.g. speakers opt for the variant where the shorter
constituent is followed by the longer one), and semantics of the variant in ques-
tion: uses of give representing physical transfer – e.g. give my card to them –
favour the prepositional variant, abstract uses of give – e.g. give the offer a second
thought – favour the ditransitive variant.

Regarding variation on the aggregate level, the majority of comparative stud-
ies so far have stressed the high degree of probabilistic stability across varieties:
Bernaisch, Gries, and Mukherjee (2014) compare verb complementation patterns
of give across South Asian varieties and British English and find no significant
effect of regional background on dative choice. Similarly, Tagliamonte (2014)
reports that British English and Canadian English do not differ significantly with
regard to the constraints influencing the choice of dative variant (Tagliamonte
2014: 312). Kendall, Bresnan, and Van Herk (2011) also observe no difference in
dative variability between African American Vernacular English speakers and
Standard General American speakers.

At the same time, other comparative approaches point to subtle differences in
the probabilistic constraints driving variation. Most of these studies limit atten-
tion to the frequent ditransitive verb give and/or focus on a restricted, homoge-
neous text type: Mukherjee and Hoffmann (2006) observe that the prepositional
dative with give is more frequent in Indian than in British English (see also
Olavarría de Ersson and Shaw 2003); Bresnan and Hay (2008) report that recip-
ient animacy differs in its effect size on dative constructions with give between
American and New Zealand English; Schilk et al. (2013) find effects of length
and recipient pronominality to differ regionally in their distribution in newspa-
pers between British, Indian and Pakistani English (also focusing on give); and
Szmrecsanyi et al. (2017) describe statistically significant differences in the effect
size of length, recipient pronominality and semantics of the verb (give) in a spo-
ken dataset. This handful of comparative studies indicate that the influence of
probabilistic constraints might be subtly variable on other levels of language usage
(e.g. when comparing varieties in a specific register or with a specific verb) but say
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nothing about the extent to which this variation exists on the aggregate level, i.e.
across the language as a whole. That is, due to the methodological restrictions in
most of these studies (restricted choice of register or lexical verb), the full extent
of variation on the aggregate level has so far remained unexplored.

Against this backdrop, the present study adds to our understanding of the
variability of probabilistic constraints by comparing patterns of variation in the
factors that shape the choice between the ditransitive and prepositional variant
across a large set of varieties of English – looking both at the more aggregate
community-level variation as well as at more fine-grained differences specific to
lexical items or registers. Essentially, the study will show how the exploration of
more fine-grained groups of items (e.g. by register or prominent lexical items)
influences our understanding of variability in syntactic variation and that a com-
plementary aggregate perspective is necessary to grasp the full extent of such
variation. Essentially, I will argue that some patterns of variability among indi-
vidual factors do not necessarily generalize from specific lexical items (e.g. the
verb give) to the language as a whole and that some patterns of variation might
be register-specific rather than variety- or even language-specific (see also Röth-
lisberger 2021a). This also implies that previous assertions about the stability of
probabilistic grammars on the regional level of variation cannot be upheld.

The remainder of this chapter is structured as follows: Section 2 presents the
data and describes the methodological steps taken. Section 3 first presents the
results of different statistical models used to test for regional variability of prob-
abilistic constraints both on the full dataset and on subsets of the data. Section 4
further discusses the results and the chapter ends with a brief conclusion summa-
rizing the main findings (Section 5).

2. Data and methods

2.1 The data

The present study draws on naturalistic language data from the International Cor-
pus of English series (ICE, see Greenbaum 1996) and the Corpus of Global web-
based English (GloWbE, see Davies and Fuchs 2015). Each ICE corpus samples
data from one variety of English, consists of 60% spoken (transcribed) and 40%
written texts, covers 12 different registers and comprises a collection of 500 texts
of approximately 2,000 words each, totalling 1 million words per variety (see the
overview in Figure 7 in the appendix). Due to their wide coverage of registers
the ICE corpora are perfectly suited for the present comparative endeavour. The
study makes use of nine of the ten completed ICE corpora as the corpus design
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of ICE-East Africa deviates too strongly from the general corpus design. More
specifically, the varieties investigated here include four native (L1) – British Eng-
lish (GB), Canadian English (CAN), Irish English (IRE) and New Zealand Eng-
lish (NZ) – and five non-native (L2) varieties: Jamaican (JA), Singapore (SIN),
Indian (IND), Hong Kong (HK) and Philippine English (PHI) (Mesthrie and
Bhatt 2008).

GloWbE comprises 1.9 billion words from 1.8 million web pages and covers
20 different English-speaking countries including varieties missing from ICE (see
Davies and Fuchs 2015 for a full description). GloWbE samples both blogs and
general web-based material such as newspapers, magazines, and company web-
sites. GloWbE is used to supplement the nine ICE varieties with corresponding
region-specific data from GloWbE. This adds not only language material from
more recent periods to the dataset (the ICE corpora were mostly compiled in
the early to late 90s while GloWbE samples data from 2012–2013) but also com-
plements the existing register collection of 12 registers with web-based language
(blogs and websites).

Dative tokens were extracted using a list of interchangeable dative verbs
adapted from previous literature (Levin 1993; Mukherjee and Hoffmann 2006;
Bresnan et al. 2007; De Cuypere and Verbeke 2013; Wolk et al. 2013). The variable
context was then restricted through intensive manual coding to include only
those dative tokens where the alternative variant was grammatically acceptable
and semantically similar, see Röthlisberger (2018a:55–58) for a more compre-
hensive overview. Pronominal constituents were retained in the data since they
are not exclusively restricted to one or the other variant (but see Tagliamonte
2014: 305). Tokens with extremely long recipients (> 18 words) and extremely
long themes (> 23 words) were excluded, taking the length of the longest con-
stituent in the first argument slot (recipient in the ditransitive dative, theme in the
prepositional dative) as a threshold value (the longest recipient in the ditransitive
dative is 18 words and the longest theme in the prepositional dative is 23 words
long). The final dataset spans N= 13,171 interchangeable dative variants which
were then coded for language-internal and -external factors as outlined next (also
see Röthlisberger 2018a).

2.2 Explanatory factors

Apart from animacy and verb semantics, all factors listed below were coded
fully automatically using a script in perl. This automatic coding procedure is not
unproblematic in the case of definiteness and givenness and will be discussed in
the relevant sections.
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2.2.1 Length ( factor name: WEIGHTRATIO)
Length is one of the most important factors when it comes to constituent ordering
in English as speakers have the tendency to use short elements before longer ones
(Behaghel 1909). Length was coded separately for themes and recipients by count-
ing the number of characters of each constituent (excluding hesitations and repe-
titions but including discourse markers such as you know). In order to capture the
relationship between the recipient and theme, these separate measurements were
combined into a log transformed WeightRatio whereby the length of the recipi-
ent was divided by the length of the theme.

2.2.2 Pronominality (RECPRON / THEMEPRON)
Earlier work has illustrated the importance of pronominality in word order alter-
nations independent of, e.g., length (see Bresnan and Ford 2010: 175). Pronom-
inality of each constituent was coded using a binary distinction between
pronominal (‘pron’) constituents (personal and impersonal pronouns) and nom-
inal (‘non-pron’) constituents (all other noun phrase types).

2.2.3 Discourse givenness (RECGIVENNESS / THEMEGIVENNESS)
To code for discourse givenness, I made use of a binary coding distinguishing
between constituents that are ‘given’ and those that are ‘new’. Constituents were
coded as ‘given’ if the lemma of the head occurred in the 100 words of the preceding
discourse or was a personal pronoun. All other cases were coded as ‘new’. This auto-
matic coding procedure is not unproblematic: Referents in the previous context
that are different in form will not be recognized; previous use of the same lemma
(form) could semantically refer to a different concept rather than the one referred
to by the constituent; finally, a concept’s givenness may also be implied without it
having been explicitly mentioned in the preceding context. Due to the large num-
ber of tokens in the dataset, a manual verification of the constituents was however
unfeasible for the current study and will remain a desideratum for future work.

2.2.4 Definiteness (RECDEFINITENESS / THEMEDEFINITENESS)
Following previous approaches and the procedure outlined in Garretson et al.
(2004), I coded any constituent as indefinite (‘indef ’) that allowed an existential
reading in the context of There is/are________ (as opposed to a deictic inter-
pretation). These include bare nouns, indefinite pronouns, etc. Constituents were
coded as definite (‘def ’) if the constituent head was a proper noun or pronoun or
if the constituent started with a definite article, demonstrative or any other word
tagged as definite according to Garretson et al. (2004).1

1. Garretson et al. (2004) label the following lexical items as definite: the, this, that, those, these,
her, his, its, my, our, their, your, all, both, each, either, every, most, neither, last, and next.
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The coding of definiteness is not fool proof due to the variety-specific use
of definite articles, as observed by Sand (2004), regarding, for instance, generic
nouns. Other researchers report variety-specific article use also in traditional
British dialects, Scottish and Irish English (Filppula 1999:69), Newfoundland,
Orkney and Shetland English (Siemund 2013:97), that differ from Standard British
English. The automatic coding procedure applied here was hence verified by man-
ually checking a random sample of 50 tokens with a definite and 50 tokens with an
indefinite recipient from Singapore, Irish, Jamaican and Indian English – presum-
ably the four varieties that exhibit variety-specific usage patterns of definite articles
according to previous research. The final (low) number of nine miscoded tokens
(as in Example (2)) and the fact that this variety-specific use is not restricted to one
particular group of varieties largely legitimizes the use of an automatic coding pro-
cedure. However, as I am aware of the issues arising from such a procedure, any
conclusions based on the factor ‘definiteness’ will remain tentative.

(2) <ICE-SIN:W1A-007>The girls tend to fare better in these subjects.

2.2.5 Animacy (RECANIMACY / THEMEANIMACY)
While animacy has been shown to be an influential predictor in the genitive alter-
nation (e.g., Rosenbach 2008), its impact on the ordering of constituents in the
dative alternation is generally considered to be minimal (see Bresnan and Hay
2008; Bernaisch, Gries, and Mukherjee 2014). At the same time, the effect of recip-
ient animacy has been shown to be variable across varieties (Bresnan and Hay
2008). Adopting methods in earlier work and simplifying the approach outlined
in Zaenen et al. (2004), I used a binary coding for both theme and recipient to
distinguish between ‘animate’ – denoting a human or animal – and ‘inanimate’
constituents.

2.2.6 Verb semantics and verb sense (VERBSEMANTICS / VERBSENSE)
Following previous approaches, tokens were manually coded according to five
broad semantic classes (see Bresnan et al. 2007; also Levin 1993: 45–48) exempli-
fied in (3) to (7) below. In addition to VerbSemantics, I coded for VerbSense
which combines the lemma of the verb with the coding of VerbSemantics for
each token, in order to account for the different meanings of each verb. For
instance, VerbSense for give comprises ‘give.t’, ‘give.c’, or ‘give.a.’ to signal the
transfer (‘t’), communicative (‘c’) or abstract (‘a’) meaning of the token.

(3) ‘t’: transfer of possession of concrete objects, e.g. They give everybody a piece of
paper.

(4) ‘f ’: future transfer/possession of objects, e.g. Carl had promised her this car.
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(5) ‘p’: prevention of transfer/possession, e.g. They denied him entry to the country.

(6) ‘c’: communication, e.g. She told me the whole story.

(7) ‘a’: abstract, e.g. You are paying me attention.

2.2.7 Structural persistence (PRIMETYPE)
Structural persistence – also known as syntactic priming or structural priming –
describes the tendency of a speaker to reuse previously heard or uttered linguistic
material (see, e.g., Szmrecsanyi 2006). Its effect on the choice of dative variant
is well reported (Branigan, Pickering, and Cleland 2000; Gries and Wulff 2005;
McDonough 2006) and might be verb-specific (Gries 2005). Persistence was
coded automatically based on the previous occurrence of a variable dative token
while controlling for the distance in the number of intervening dative variants
(restricted to 10) and the text file. For spoken dialogues, persistence was coded
within and across conversation turns, and within and across speakers. Three lev-
els are distinguished, namely ‘ditransitive’ if the previous token was a ditransitive
dative, ‘prepositional’ if it was a prepositional dative or ‘none’ if the current token
is the first one in a text.

2.2.8 Frequency (RECHEADFREQ / THEMEHEADFREQ)
Overall frequency of the investigated lexeme has been reported to be an impor-
tant factor in phonological and morphosyntactic variation more generally (see
Gahl and Garnsey 2004; Hilpert 2008). To calculate the frequency of constituent
heads I made use of the variety-specific part of the GloWbE corpus since there
is little information on lexical frequency in L2 varieties in the standard lexicons
that are commonly used for this purpose (CMU, CELEX).2 The overall frequency
of each constituent head was then normalized as count per million words in the
given variety in GloWbE.

2.2.9 Context-related factors and corpus structure
Information on context-related factors of the relevant dative token (e.g. corpus,
mode, level of formality) was also added as was information on the corpus struc-
ture such as text file number or speaker identification. The latter helped to provide
unique identifiers at various group levels – for instance, speaker within text (see
Röthlisberger 2018a: 59–60). Level of formality was coded as outlined in
Röthlisberger, Grafmiller, and Szmrecsanyi (2017: 685) to distinguish spoken

2. CMU = Carnegie Mellon University Pronouncing Dictionary (see http://www.speech.cs
.cmu.edu/cgi-bin/cmudict?); CELEX = Centre for Lexical Information, a lexicon of Dutch,
English and German lemmas and wordforms (see https://catalog.ldc.upenn.edu/LDC96L14)
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informal, spoken formal, written informal and written formal texts. All of these
factors are either relevant for the analysed layers of language use (see Section 2.3)
or for the subsequent statistical analysis (i.e. random effects).

2.3 Specific domains of language use

In order to assess the extent to which variation on the aggregate level (across all
varieties) translates to variation on other levels of language use (whether these are
abstract or socially real levels) I also analysed variation in subparts of the data,
i.e. by register or verb, and compared regional variation in these subparts to the
aggregate perspective (full dataset). For reasons of space, not all possible levels of
language use can be discussed in this chapter. In order to be able to challenge the
methodological restrictions of and generalizations made by earlier work, two lev-
els were selected, namely registers and lexical items.

The generalizability of earlier results is particularly called into question if we
consider that previous work has often restricted attention to one register, as men-
tioned above. For instance, while Bresnan et al. (2007) consider 38 different dative
verbs in their study, they focus on telephone conversations only. Bresnan and
Ford (2010) investigate patterns of variation using experimental settings. A simi-
lar restriction applies to Theijssen et al.’s (2011) study, which includes numerous
verbs but only looks at experimental data. Tagliamonte (2014) and Szmrecsanyi
et al. (2017) restrict attention to basilectal vernacular. Finally, Bernaisch, Gries,
and Mukherjee (2014) focus on newspaper language, analogously to Schilk et al.
(2013). To investigate the extent to which the register under investigation might
impact the results, two separate analyses were performed (see 2.4), one focusing
on the spoken-written distinction (mode) and one zooming in on that distinction
by also looking at the level of formality (informal vs formal). For the latter, the
data had been categorized according to four different registers to distinguish spo-
ken vs written and informal vs formal texts (see 2.2.9).

This generalizability is also at issue as some studies have only analysed vari-
ation in the verb give as the most prototypical dative verb (e.g. Bernaisch, Gries,
and Mukherjee 2014; Mukherjee and Hoffmann 2006; Schilk et al. 2013, among
others). In order to tease apart regional variation dependent on lexical items, I
fitted two separate models by the two most frequent verbs give and send. Each
dataset was subjected to mixed-effects logistic regression modelling following the
procedure outlined next.

Exploring variation in the dative alternation across World Englishes 233



2.4 Statistical analyses

Mixed-effects logistic regression is a prolific means to assess the influence of indi-
vidual probabilistic constraints on a binary choice simultaneously and to thereby
calculate the probability of observing one of the variants – in our case the prepo-
sitional dative – compared to another (Hosmer and Lemeshow 2000; Pinheiro
and Bates 2000; Gelman and Hill 2007). In contrast to simple fixed-effects mod-
els, mixed-effects models improve model estimates and allow for generalizations
beyond the data sampled by also accounting for idiosyncrasies in the data, for
instance the speakers or lexical items. Mixed-effects models were fitted with the
lme4 package in R (R Core Team 2017; Bates et al. 2015). Since the main interest
of the present study lies in the extent to which variation of language-internal con-
straints on the aggregate level corresponds to variation of language-internal con-
straints on subparts of the data, I tested the inclusion of interaction terms between
language-internal constraints and Variety during every model selection process.
Interaction terms evaluate the effect of the levels of one factor against the levels
of another factor – say, for instance, the effect of pronominal vs. non-pronominal
recipients against the nine levels of variety.

All initial models included all factors listed in Section 2.2 as fixed effects apart
from VerbSense and apart from factors that formed part of the corpus struc-
ture, as well as higher order interactions of all language-internal predictors with
the language-external predictor Variety. Interaction terms were only included if
cross-tabulation of the predictor with Variety indicated enough data for mod-
elling or if previous research suggested regional variation of that particular con-
straint. Variety was coded using sum coding instead of the more frequently
employed treatment coding in order to compare the proportion of responses for
each level against the grand mean across all levels (see Menard 2010: 97) and not
just against one reference level. Numeric variables (length, frequency) were scaled
by two standard deviations and centred around the mean following Gelman
(2008). The random structure of all models included a random intercept for Verb,
a random intercept for FileID and a random intercept for the lexical theme head
and recipient head. Infrequent recipients (occurring less than 5 times in the data)
and themes (occurring less than 5 times in the data) were grouped together (as
proposed in Wolk et al. 2013: 399). Cases of deviations from this random effect
structure (due to convergence issues) will be pointed out later where relevant.

Model selection then followed the backward elimination process outlined in
Zuur et al. (2009) by first removing random components, followed by interac-
tion terms that did not significantly improve model fit according to likelihood
tests. Main effects were retained in the model structure regardless of significance
unless model convergence or evaluation necessitated their removal. The pre-
dicted outcome of the model is the log odds of the prepositional dative variant.
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The same procedure was then applied for the analyses on all other levels, i.e. by
register and by verb.

3. Results

Since the main interest of the present study lies in the comparison of regional vari-
ation in language-internal constraints between the aggregate level and the other
levels of language usage, the following sections will primarily focus on the mod-
els’ interaction terms. Complete results of each model are provided in the appen-
dix. Tables in the present section and the appendix include coefficient estimates of
each predictor in the column labelled β̂. Positive values indicate a preference for
the predicted outcome (the prepositional dative) and negative values a disprefer-
ence. SE specifies standard errors. The level of significance is provided in the last
column.

3.1 Regional variation on the global level

The coefficient estimates of the final model for exploring regional variation on
the aggregate level (across all registers, lexical items, etc.) show that the likelihood
of the prepositional dative increases if recipient length increases in comparison
to theme length, if the theme is animate, given, definite or the recipient is inani-
mate, new, indefinite, and non-pronominal. Note that these effects are congruent
with the ordering choice observed in Bresnan et al. (2007) and others who termed
it ‘harmonic alignment’ – all predictors harmonically align in their effect direc-
tion and indicate that speakers prefer that variant where the first constituent is
easier to produce/process (see also MacDonald 2013). Also, structural persistence
(PrimeType) has the predicted effect observed in earlier literature: The previous
occurrence of a ditransitive dative increases the likelihood of another ditransitive
dative; the previous occurrence of a prepositional dative increases the likelihood
of a prepositional dative. Regarding regional variation, the likelihood of a preposi-
tional dative vis-à-vis a ditransitive dative is generally the same across all varieties
with the exception of Indian, Hong Kong, Irish and British English. In Indian and
Hong Kong English, the likelihood of a prepositional dative is statistically signif-
icantly higher; in Irish and British English, the likelihood of a ditransitive dative
is higher than in the other varieties. Results of the interaction terms are summa-
rized in Table 1. Interaction terms indicate those contexts in which the probabilis-
tic constraints on dative choice are significantly stronger or weaker in one variety
compared to the other varieties. Three factors turn out to be regionally variable,
namely WeightRatio, RecPron and ThemeGivenness.
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Table 1. Interaction effects in the model between Variety and language-internal factors
(only significant interactions shown)

Factor β̂ SE p

Variety: WeightRatio

IND −0.817 0.329 0.013

IRE −0.737 0.335 0.028

JA  1.347 0.414 0.001

Variety: RecPron

HK + non-pron −0.542 0.242 0.025

IND + non-pron  0.778 0.258 0.003

JA + non-pron −0.586 0.291 0.044

Variety: ThemeGivenness

HK + given  0.547 0.226 0.015

JA + given −0.635 0.300 0.034

NZ + given −0.600 0.259 0.020

The interaction effect between Variety and WeightRatio is smaller in Indian
and Irish English: in both varieties, the likelihood of the prepositional dative
does not increase as much as in the other varieties when the recipient increases
in length compared to the theme. The effect of WeightRatio is strongest in
Jamaican English where the prepositional dative becomes even more likely when
the relative length of recipient and theme increases. This increase in likelihood
of the prepositional dative with increasing WeightRatio is visualized in Figure 1
which shows the ratio of recipient/theme length in letters (on the x-axis) by
the probability of a prepositional dative (on the y-axis) (plotted with the effects
package, Fox 2003). Note that the cline is steeper, indicating a stronger effect, in
Jamaican English and flatter, indicating a weaker effect, in Indian and Irish Eng-
lish (the three varieties shaded in grey).

The interaction effect between Variety and RecPron is significantly differ-
ent in Hong Kong, Jamaican and Indian English in comparison to the global aver-
age: In Hong Kong and Jamaican English, a non-pronominal recipient does not
increase the likelihood of a prepositional dative as much as in the other varieties.
In Indian English, on the other hand, the effect of a non-pronominal recipient is
stronger and the prepositional dative more likely compared to all other varieties.
Figure 2 shows the overall effect of pronominal (solid line) and non-pronominal
recipients (dashed line) on the likelihood of a prepositional dative (y-axis) across
all nine varieties and visualizes this stronger effect in Indian English (indicated
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Figure 1. Effect of WeightRatio by Variety in the aggregate perspective

by the larger gap between the triangle and the dot) and the weaker effect in Hong
Kong and Jamaican English (smaller gap between triangle and dot) (varieties with
significant contrasts are shaded in grey). Note that in all other varieties, the visu-
alized difference in the effect of pronominal vs. non-pronominal recipient is more
or less equal and the two lines run nearly parallel.

Figure 2. Effect of recipient pronominality by Variety in the aggregate perspective
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Finally, the effect of ThemeGivenness is significantly different in Hong Kong,
Jamaican and New Zealand English (see Figure 3: Effect of theme givenness
by Variety in the aggregate perspective). In Hong Kong English, the effect is
stronger compared to the global average with a given theme making the preposi-
tional dative even more likely. Interestingly, the effect of this factor is reversed in
Jamaican and New Zealand English with a new instead of a given theme increas-
ing the likelihood of a prepositional dative (Note, however, that the coding of
givenness is not fool-proof, as indicated in Section 2.2.3).

Figure 3. Effect of theme givenness by Variety in the aggregate perspective

In sum, the analysis of the regional variability of probabilistic constraints on an
aggregate level has shown that the effect direction of these constraints seems to
be largely consistent across varieties, suggesting that they form part of the com-
mon core of the English dative alternation. At the same time, statistically signifi-
cant differences in the effect size (stronger or weaker influence on the outcome)
of WeightRatio, RecPron and ThemeGivenness in Indian, Jamaican, Hong
Kong, New Zealand and Irish English indicate subtle differences in speakers’
grammar. These differences, however, might not necessarily translate to specified
domains of language use, that is, regarding particular lexical items or registers.

3.2 Variation by register and verb

The following analyses will compare regional variation between spoken and writ-
ten language (3.2.1), between informal and formal, spoken and written language
(3.2.2) and between the two most frequent verbs give and send (3.2.3) in order to
showcase the extent to which findings from the aggregate perspective can(not) be
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generalized to more specific domains of language use (and vice versa). Coefficient
estimates and summary statistics of all models are provided in the appendix.

3.2.1 Spoken vs written language
The spoken-model (N =5,474) included a random effect for FileID, recipient and
theme head (items occurring less than 5 times grouped together), and Verb. Sig-
nificant main effects were WeightRatio, RecPron, ThemeAnimacy, RecAni-
macy, ThemeDefiniteness, RecDefiniteness, PrimeType, and Variety.
Significant interactions include ThemeDefiniteness and RecPron (note that
VerbSemantics was excluded from interaction with Variety as the handful of
cases of ‘prevention of transfer’ and ‘future transfer’ cases across varieties hindered
model convergence). Repeating the same procedure with written data (N= 7,697)
resulted in a model that included a random intercept for FileID, recipient and
theme head (items occurring less than 5 times grouped together), and Verb, signif-
icant main effects for WeightRatio, RecPron, ThemeDefiniteness, RecDef-
initeness, RecGivenness, ThemeGivenness, Variety, VerbSemantics and
RecAnimacy; significant interaction terms include WeightRatio, PrimeType,
ThemeGivenness.

The mode-dependent variability of regional variation is illustrated with the
effect of RecPron in the spoken, written and full dataset in Figure 4. The prob-
ability of the prepositional dative is plotted on the y-axis for pronominal (solid
line) and non-pronominal recipients (dashed line) by variety. RecPron is only
statistically significantly regionally variable in its effect size in spoken data (left
plot) where the factor exerts a stronger effect in Indian and Canadian English and
a weaker effect in British English, and the full data (right plot) where it exerts a
stronger effect in Indian and a weaker effect in Hong Kong and Jamaican English
(all significant contrasts highlighted in grey). RecPron is not regionally variable
in written data.

3.2.2 Formality and mode
Next, separate models were fitted to the four categories ‘spoken formal’, ‘spoken
informal’, ‘written formal’ and ‘written informal’ (see Röthlisberger, Grafmiller,
and Szmrecsanyi 2017: 685 for an overview), following the same procedure as out-
lined above.

The final model fitted on the spoken formal dataset (N =2,317) included a ran-
dom effect for recipient and theme head (items occurring less than 5 times grouped
together), and Verb (note that FileID had to be excluded due to issues with model
convergence). Significant main effects were Variety, PrimeType, RecDefinite-
ness, ThemeDefiniteness, WeightRatio, RecPron, RecAnimacy and
ThemeAnimacy; significant interactions were WeightRatio and RecHeadFreq.
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Figure 4. Variability of the effect of RecPron across varieties in spoken data
(left), written data (middle) and all data (right). (Varieties with significant
differences are in grey.)

The model fitted on spoken informal data (N =3,157) included the same random
effects structure as before – again with the exclusion of FileID as random effect –
significant fixed effects for RecAnimacy, RecGivenness, ThemePron, RecPron,
WeightRatio, VerbSemantics, ThemeDefiniteness, PrimeType and Variety,
and no significant interactions.

The written-formal model (N =1,114) included random effects for all lexical
effects and FileID (items occurring less than 5 times grouped together), signifi-
cant fixed effects for RecAnimacy, RecGivenness, ThemeGivenness, RecPron,
WeightRatio, PrimeType and Variety, and again no significant interactions.

Finally, the written-informal model (N= 6,583) included random effects for re-
cipient head, theme head, FileID (again, items occurring less than 5 times grouped
together) and verb; significant fixed effects for RecAnimacy, ThemeGivenness,
ThemePron, RecPron, WeightRatio, VerbSemantics, RecDefiniteness,
ThemeDefiniteness and Variety, and interaction terms for WeightRatio,
PrimeType and ThemeGivenness.

The variability of language-internal constraints by mode and level of formal-
ity is illustrated with the interaction of ThemeGivenness and Variety in the four
registers in Figure 5: in written informal texts ThemeGivenness has a stronger
effect in Hong Kong English and a reverse effect in Jamaican English (grey shaded
areas), mirroring the findings from the aggregate perspective (apart from NZ).
For all other texts, there are no significant differences between varieties with
regard to this predictor.
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Figure 5. Variability of the effect of ThemeGivenness across varieties in spoken data
(top) and written data (bottom). (Varieties with significant differences are in grey.)

3.2.3 give and send
To analyse verb-specific variability, I fitted two separate mixed-effects models on
the dataset restricted to tokens involving give (N= 7,032) and send (N =793). All
main effects were again tested for interaction effects with Variety if model con-
vergence allowed it.

The give-model includes random effects for FileID and recipient head
lemma, significant main effects for RecAnimacy, RecHeadFreq, ThemePron,
RecPron, WeightRatio, VerbSemantics, RecDefiniteness, ThemeDefi-
niteness, Variety and PrimeType. Significant interaction terms with Variety
include RecDefiniteness, RecAnimacy and ThemeGivenness. As shown in
previous studies (Bresnan and Hay 2008; Röthlisberger, Grafmiller, and
Szmrecsanyi 2017) and confirmed with the current dataset, recipient animacy
emerges as regionally variable if the dataset is restricted to give. What is more,
neither recipient pronominality nor WeightRatio turn out to be regionally vari-
able. The difference between the give-model and the full model is visualized in
Figure 6, which plots the probability of a prepositional dative across nine varieties
(x-axis) for animate recipients (solid line) and inanimate recipients (dashed line).
The give-model (left plot) shows that recipient animacy has a different impact
in Indian English, Irish English, Jamaican English, New Zealand English and
Philippine English compared to the other varieties (note that only the contrast
in Jamaican English and Philippine English is statistically significant). In the full
model (right plot), the two lines are very similar, signalling that recipient animacy
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does not differ in its effect size across varieties. Furthermore, the prepositional
dative is overall less likely in the give-dataset compared to the full dataset across
all varieties.

Figure 6. Variability of the effect of recipient animacy across varieties restricted to give
(left plot) and all verbs (right plot)

This divergence of give from other dative verbs is also stressed in Tagliamonte
(2014: 308–309). Considering that give constitutes the most frequent dative verb
(in any dataset), both the narrow focus on this verb as well as an indiscriminate
grouping of multiple dative verbs challenges the generalizability of the results of
previous studies.

The same lack of generalizability can be observed to some extent in the
send-model which includes significant main effects for WeightRatio, RecPron,
ThemeGivenness, RecGivenness, ThemeHeadFreq, ThemeDefiniteness,
PrimeType, and Variety, a random intercept for FileID but no statistically sig-
nificant interaction terms.

Results from both the register analyses and the models fitted on give and send
show that differences between various subsamples of the data manifest themselves
not only with respect to significant fixed effects – for instance, note that Variety
is an important factor for all models apart from the send-model – but also with
respect to the cross-regional variability of language-internal constraints. In the six
case studies above, none of the factors turned out to be variable cross-regionally in
all domains of language use. At the same time, the comparisons between written
and spoken data and between the additional level of formality have illustrated that
the choice of register impacts any observation regarding the variability of prob-
abilistic grammars. Of course, small-scale investigations of this sort could now
be repeated for ever smaller subgroups of the data, for instance by even more
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fine-grained register categories or based on some social parameter such as age or
sex. Needless to say, we can expect similar subtle differences to emerge between
smaller subgroups of the data as we have now observed with respect to register
and verbs.

4. Discussion

This large-scale comparative study has explored variation between the ditransitive
and prepositional dative for 86 alternating dative verbs across nine regionally dis-
tinct varieties of English, sampling data from both written and spoken language,
as well as from both ends of the formality spectrum. Using mixed-effects mod-
elling the study has shown that recipient pronominality, theme givenness and
length are the three language-internal factors that are regionally variable – both
on an aggregate level as well as on finer levels of language use, namely in spo-
ken language (RecPron), in spoken formal (WeightRatio), written and written
informal language (WeightRatio, ThemeGivenness) and when focusing on the
verb give (ThemeGivenness). At the same time, other factors (e.g. RecAnimacy,
ThemeDefiniteness, PrimeType) turn out to be regionally variable if we turn to
subsets of the data. While the reasons for this variability have not been touched
upon (but see Röthlisberger, Grafmiller, and Szmrecsanyi 2017), the research pre-
sented here has nevertheless shown that examining linguistic variation from mul-
tiple angles, modelling over large-scale datasets as well as conducting closer
analyses of specific lexical items and registers can provide us with a comprehensive
overview of the bandwidth of probabilistic variability as well as point to method-
ological deficiencies in earlier work. Essentially, the results of the present study
suggest that previously discussed patterns of variation in probabilistic constraints
do not necessarily generalize to a more heterogeneous dataset that samples mul-
tiple verbs and registers. With that, they call into question the hitherto proposed
stability in probabilistic grammars with regard to the English dative alternation.

Results of the aggregate analysis tie in largely with findings of previous work
that highlight some degree of cross-varietal stability in the probabilistic grammar
as well as with those that acknowledge subtle differences. Consonant with Kendall,
Bresnan, and Van Herk (2011), Bernaisch, Gries, and Mukherjee (2014) and
Tagliamonte (2014) who suggest that the probabilistic constraints underlying the
dative alternation are stable, the present study has shown that the effect directions
of constraints are stable cross-regionally (apart from ThemeGivenness in JA
and NZ). At the same time, the subtle cross-regional differences that have been
observed regarding effect size (weaker vs. stronger effects) are compatible with
findings in Bresnan and Hay (2008), Bresnan and Ford (2010), Röthlisberger,
Grafmiller, and Szmrecsanyi (2017), and Szmrecsanyi et al. (2017). Despite some
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methodological differences between these studies and the present one, taken
together, they identify recipient animacy, theme givenness, length, verb semantics,
recipient definiteness, theme definiteness, recipient head frequency, prime type
and recipient pronominality as the loci of probabilistic contrast in varieties of Eng-
lish. While some of these constraints also emerge as regionally variable in sub-
sets of the data in the present study – this is especially true for WeightRatio –,
cross-regional variability of certain constraints seems to be restricted to tokens
involving give or to a specific register (e.g. spoken or written or spoken formal lan-
guage). These findings suggest that the extent of regional variability to be observed
depends on the level of investigation: Which lexical items are investigated and
which register is chosen for investigation influences the kind of probabilistic cross-
regional contrasts to be discerned (see also Röthlisberger 2021a). Only by sam-
pling from a large number of verbs and registers, researchers are able to both
comprehensively understand the lectal variability of the probabilistic grammar
underlying the dative alternation and to investigate potential differences between
varieties on a more fine-grained level if necessary. A priori lexical restrictions and
focus on one text type, however, preclude a more aggregate perspective and make
generalizations beyond the particular verb or register sampled impossible.

This observed shortcoming in the generalizability of previously observed pat-
terns of variation calls the assumed intra-systemic stability of probabilistic con-
straints into question. Instead, what the presented analyses have shown is that we
find subtle variability in and among different subparts (lexical, register-specific) of
the language system pointing to a possible ubiquity of linguistic variation not only
among the investigated levels of language use (e.g. spoken vs written) but poten-
tially also across other speaker groups (see, for instance, also Röthlisberger 2021b
on gender-related differences in the dative alternation in Jamaican English) or
across individual speakers’ probabilistic grammars. While the possibility of ubiq-
uitous linguistic variation cannot be conclusive addressed here without having
analysed linguistic variation in all possible domains of the language, particularly
comparing the probabilistic grammar of individual speakers, the current findings
raise two issues: First, they highlight that we need to take contextual cues into
consideration in order to account more fully for the language-internal variation
we observe (i.e. spoken/written, formality of the situation). Second, the assumed
well-formed boundaries of speakers’ lects3 might be disputable if one and the same
speaker can adapt their probabilistic constraints to these contextual cues.

3. Lect is an umbrella term used in Cognitive Sociolinguistics to refer to the collection of lin-
guistic features that vary along external contextual dimensions such as region or social class. We
can thus distinguish, for instance, regiolects, dialects, ethnolects, sociolects, idiolects, etc.(see
Geeraerts, Grondelaers, and Bakema 1994:4; Geeraerts 2005).
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Regarding contextual cues, if the potential ubiquity of lectal variation is the
result of a fluid and constant reconstruction of speakers’ grammar – as usage-
based accounts of language assume (e.g., Bybee 2010) – the observed differences
can be ascribed to differences linked to language use in different contexts. In turn,
these different contextualizations highlight that speakers’ probabilistic grammar is
not only composed of language-internal or cognitive constraints but, neatly inter-
twined, also social or contextual cues, indicating that a strict separation between
cognitive and social/contextual constraints might not necessarily be possible.

What is more, the assumed well-formed boundaries of lects constitute the
fundamental working hypothesis in studies in Variationist Sociolinguistics and
Cognitive Sociolinguistics. How would one be able to argue for, e.g., a Hong Kong
way of speaking if aggregating over spoken and written language obscures mode-
related differences that far outrange variation on the national level (see Röth-
lisberger 2021a)? And if no such group behaviour can be clearly defined on the
national level, to what extent can we talk about a community-level grammar? The
results of the present chapter have alluded to these questions but it remains clearly
desirable of future work to explore the lower floor of lectal variation more com-
prehensively (see also Pijpops et al. 2018).

While some aspects not discussed here have been addressed in, for instance,
Röthlisberger, Grafmiller, and Szmrecsanyi (2017) (e.g. the extent to which proba-
bilistic differences link to cognitive aspects of language organization), other issues
have remained unanswered. This includes the question of social factors (e.g. sex,
age, education) and how they might impact the choice of variant, or the mat-
ter of working with a purely binary variable (prepositional vs. ditransitive dative)
that might not be binary at all (but see Gerwin and Röthlisberger, this volume).
Additional cross-linguistic comparisons could further explore the extent to which
variability of language-internal constraints is characteristic of other languages
besides English. Only by combining an analysis of the aggregate level with more
fine-grained analyses of particular aspects of the data, including social contexts
or individual languages, will we be able to understand variation in probabilistic
grammars more fully.

5. Conclusion

This chapter has added to previous investigations into the factors driving the Eng-
lish dative alternation by focussing specifically on variation in World Englishes.
The main questions explored in the chapter are the extent of region-specific vari-
ability, viz. differences in the impact and interaction of certain factors, particularly
register and lexical item, between different varieties of English, and the impli-
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cations of such differences for the language as a whole. To investigate this issue,
the study has taken a large-scale, comparative perspective, including data from a
range of varieties and genres, analysed by means of mixed-effects regression mod-
els. The results demonstrate restrictions in the make-up of datasets need to be
taken seriously as they can lead to unwarranted or misleading generalisations: for
example, purposed differences between regions may disappear if differences in
register are taken into account. The present chapter accordingly not only provides
further insight into probabilistic factors at play in the English dative alternation,
but also highlights the importance of fine-grained, comprehensive analyses which
may shed new light on previous findings.
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Appendix

Figure 7. The ICE corpus design. Numbers (e.g. Spoken 300) indicate the number of
texts sampled for that text type; s1a – w2f indicate text ID

SPOKEN
300

Dialogues 180 Private 100 Face-to-face
conversations

90 sla

Phonecalls 10

Public 80 Classroom lessons 20 sib

Broadcast
Discussions

20

Broadcast
Interviews

10

Parliamentary
Debates

10

Legal cross-
examinations

10

Business
Transactions

10

Monologues 120 Unscripted 70 Spontaneous
commentaries

20 s2a

Unscripted
Speeches

30

Demonstrations 10

Legal Presentations 10

Scripted 50 Broadcast News 20 s2b

Broadcast Talks 20

Non-broadcast
Talks

10
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Figure 7. (continued)

WRITTEN
200

200 Non-
printed

50 Student
Writing

20 Student Essays 10 wla

Exam Scripts 10

Letters 30 Social Letters 15 wlb

Business Letters 15

Printed 150 Academic
writing

40 Humanities 10 w2a

Social Sciences 10

Natural Sciences 10

Technology 10

Popular
Writing

40 Humanities 10 w2b

Social Sciences 10

Natural Sciences 10

Technology 10

Reportage 20 Press news reports 20 w2c

Instructional
writing

20 Administrative
Writing

10 w2d

Skills/Hobbies 10

Persuasive
writing

10 Press editorials 10 w2e

Creative
writing

20 Novels & short
stories

20 w2f

Table 2. Main effects of individual factors in the aggregate model – Model predictions
are for the prepositional dative variant

Factor β̂ SE p

(Intercept) −1.479 0.392 <0.001

ThemeAnimacy: inanimate ⇒ animate  1.023 0.343  0.003

RecAnimacy: animate ⇒ inanimate  0.754 0.112 <0.001

RecGivenness: given ⇒ new  0.259 0.096  0.007

ThemeGivenness: new ⇒ given  0.259 0.100  0.010

RecHeadFreq −0.213 0.314  0.498

ThemeHeadFreq −0.310 0.268  0.248

ThemePron: non-pron ⇒ pron  0.630 0.394  0.110

RecPron: pron ⇒ non-pron  1.280 0.240 <0.001

WeightRatio  3.668 0.157 <0.001

VerbSemantics

250 Melanie Röthlisberger



Table 2. (continued)

Factor β̂ SE p

a ⇒ c  0.687 0.169 <0.001

a ⇒ f −0.344 0.367  0.350

a ⇒ p −2.344 1.540  0.128

a ⇒ t  0.278 0.155  0.073

RecDefiniteness: def ⇒ indef  0.537 0.106 <0.001

ThemeDefiniteness: indef ⇒ def  0.735 0.097 <0.001

PrimeType:

none ⇒ do −0.287 0.114  0.012

none ⇒ pd  0.432 0.143  0.002

Variety:

all ⇒ GB −0.910 0.263 <0.001

all ⇒ CAN −0.259 0.233  0.267

all ⇒ HK  0.607 0.182 <0.001

all ⇒ IND  0.597 0.194  0.002

all ⇒ IRE −0.500 0.251  0.047

all ⇒ JA  0.301 0.219  0.169

all ⇒ NZ −0.086 0.212  0.684

all ⇒ PHI −0.030 0.226  0.896

all ⇒ SIN  0.279 0.205  0.172

Summary statistics:

Accuracy: 93.1% (significantly better than the baseline of 73.8%; pbinom < .001)

Somer’s C index: 0.98

κ: 11.1 (medium collinearity; Baayen 2008: 182; see also Belsley, Kuh, and Welsch 1980).

Table 3. Main effects and interaction effects of individual factors in the spoken model

Factor β̂ SE p

(Intercept) −1.981 0.476 <0.001

ThemeAnimacy: inanimate ⇒ animate  1.328 0.463  0.004

RecAnimacy: animate ⇒ inanimate  1.015 0.185 <0.001

RecGivenness: given ⇒ new  0.317 0.166  0.056

ThemeGivenness: new ⇒ given  0.148 0.167  0.378

RecHeadFreq −0.528 0.430  0.22

ThemeHeadFreq  0.074 0.439  0.865

ThemePron: non-pron ⇒ pron  0.997 0.535  0.062

RecPron: pron ⇒ non-pron  1.682 0.356 <0.001
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Table 3. (continued)

Factor β̂ SE p

WeightRatio  3.201 0.244 <0.001

VerbSemantics

a ⇒ c  0.414 0.252  0.100

a ⇒ f −1.300 0.789  0.099

a ⇒ p −1.788 1.787  0.317

a ⇒ t  0.150 0.249  0.547

RecDefiniteness: def ⇒ indef  0.643 0.194 <0.001

ThemeDefiniteness: indef ⇒ def  0.708 0.167 <0.001

PrimeType

none ⇒ do −0.300 0.197  0.128

none ⇒ pd  0.565 0.254  0.026

Variety

all ⇒ GB −1.741 0.477 <0.001

all ⇒ CAN  0.311 0.364  0.394

all ⇒ HK  0.413 0.313  0.187

all ⇒ IND  1.019 0.313  0.001

all ⇒ IRE −0.370 0.412  0.369

all ⇒ JA −0.280 0.406  0.490

all ⇒ NZ −0.236 0.345  0.495

all ⇒ PHI  0.603 0.338  0.074

all ⇒ SIN  0.282 0.344  0.413

ThemeDefiniteness:Variety

def + GB  1.025 0.438  0.019

def + CAN −0.049 0.402  0.904

def + HK  0.735 0.347  0.034

def + IND −0.225 0.397  0.570

def + IRE −1.289 0.470  0.006

def + JA  0.166 0.425  0.696

def + NZ −0.151 0.386  0.695

def + PHI −0.502 0.388  0.195

def + SIN  0.290 0.365  0.426

RecPron:Variety

non-pron + GB  1.346 0.470  0.004

non-pron + CAN −0.919 0.402  0.022

non-pron + HK −0.521 0.347  0.133

non-pron + IND  1.143 0.378  0.003
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Table 3. (continued)

Factor β̂ SE p

non-pron + IRE  0.375 0.446  0.401

non-pron + JA  0.017 0.436  0.970

non-pron + NZ −0.516 0.383  0.178

non-pron + PHI −0.229 0.386  0.553

non-pron + SIN −0.695 0.374  0.063

Summary statistics:

Accuracy: 94.2%

Somer’s C index: 0.98

κ: 8.8

Table 4. Main effects and interaction effects of individual factors in the written model

Factor β̂ SE p

(Intercept) −1.531 0.395 <0.001

ThemeAnimacy: inanimate ⇒ animate  0.460 0.488  0.346

RecAnimacy: animate ⇒ inanimate  0.665 0.123 <0.001

RecGivenness: given ⇒ new  0.282 0.110  0.011

ThemeGivenness: new ⇒ given  0.357 0.118  0.002

RecHeadFreq −0.191 0.296  0.518

ThemeHeadFreq −0.400 0.246  0.104

ThemePron: non-pron ⇒ pron  0.732 0.424  0.084

RecPron: pron ⇒ non-pron 1.217 0.248 <0.001

WeightRatio 3.751 0.168 <0.001

VerbSemantics

a ⇒ c  0.893 0.192 <0.001

a ⇒ f −0.113 0.395  0.775

a ⇒ p −2.427 1.469  0.098

a ⇒ t  0.389 0.176  0.027

RecDefiniteness: def ⇒ indef  0.484 0.118 <0.001

ThemeDefiniteness: indef ⇒ def  0.668 0.113 <0.001

PrimeType

none ⇒ do −0.267 0.138  0.053

none ⇒ pd  0.278 0.167  0.097

Variety

all ⇒ GB −0.558 0.192  0.004

all ⇒ CAN −0.519 0.178  0.004
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Table 4. (continued)

Factor β̂ SE p

all ⇒ HK  0.282 0.156  0.071

all ⇒ IND  0.869 0.156 <0.001

all ⇒ IRE −0.172 0.179  0.337

all ⇒ JA  0.183 0.178  0.305

all ⇒ NZ −0.276 0.162  0.089

all ⇒ PHI  0.035 0.187  0.852

all ⇒ SIN  0.156 0.164  0.339

WeightRatio:Variety

all ⇒ GB  0.256 0.407  0.529

all ⇒ CAN  0.456 0.394  0.248

all ⇒ HK −0.031 0.337  0.927

all ⇒ IND −0.658 0.320  0.040

all ⇒ IRE −0.875 0.346  0.011

all ⇒ JA  0.591 0.397  0.136

all ⇒ NZ −0.290 0.331  0.382

all ⇒ PHI  0.727 0.397  0.067

all ⇒ SIN −0.177 0.360  0.623

PrimeType:Variety

do + GB  0.210 0.407  0.605

pd + GB  0.194 0.483  0.688

do + CAN  0.456 0.414  0.271

pd + CAN  0.537 0.455  0.238

do + HK −1.095 0.349  0.002

pd + HK  0.144 0.386  0.708

do + IND −1.056 0.370  0.004

pd + IND −0.108 0.411  0.793

do + IRE  0.213 0.386  0.581

pd + IRE −0.471 0.522  0.366

do + JA  0.725 0.414  0.080

pd + JA −0.113 0.487  0.817

do + NZ  0.611 0.344  0.076

pd + NZ  0.073 0.520  0.889

do + PHI −0.337 0.403  0.403

pd + PHI  0.167 0.456  0.714

do + SIN  0.273 0.389  0.483

pd + SIN −0.423 0.475  0.373
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Table 4. (continued)

Factor β̂ SE p

ThemeGivenness:Variety

given + GB  0.242 0.325  0.458

given + CAN  0.028 0.322  0.93

given + HK  0.937 0.277 <0.001

given + IND  0.094 0.291  0.746

given + IRE  0.187 0.324  0.563

given + JA −1.138 0.369  0.002

given + NZ −0.591 0.316  0.062

given + PHI  0.105 0.325  0.746

given + SIN  0.136 0.301  0.653

Summary statistics:

Accuracy: 91.2%

Somer’s C index: 0.97

κ: 9.0

Table 5. Main effects and interaction effects of individual factors in the spoken-formal
model

Factor β̂ SE p

(Intercept) −2.170 0.594 <0.001

ThemeAnimacy: inanimate ⇒ animate  2.002 0.666  0.003

RecAnimacy: animate ⇒ inanimate  1.055 0.255 <0.001

RecGivenness: given ⇒ new  0.172 0.228  0.449

ThemeGivenness: new ⇒ given −0.094 0.256  0.714

RecHeadFreq −0.172 0.656  0.794

ThemeHeadFreq  0.060 0.525  0.909

ThemePron: non-pron ⇒ pron  0.476 0.809  0.557

RecPron: pron ⇒ non-pron  2.018 0.570 <0.001

WeightRatio  3.785 0.370 <0.001

VerbSemantics

a ⇒ c  0.475 0.338  0.160

a ⇒ f −0.794 1.104  0.472

a ⇒ p −1.386 2.112  0.512

a ⇒ t  0.494 0.385  0.200

RecDefiniteness: def ⇒ indef  1.005 0.251 <0.001

ThemeDefiniteness: indef ⇒ def  0.515 0.230  0.025
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Table 5. (continued)

Factor β̂ SE p

PrimeType

none ⇒ do −0.270 0.296  0.361

none ⇒ pd  0.723 0.340  0.033

Variety

all ⇒ GB −0.297 0.331  0.369

all ⇒ CAN −0.328 0.335  0.328

all ⇒ HK −0.076 0.286  0.791

all ⇒ IND  1.784 0.335 <0.001

all ⇒ IRE  0.095 0.436  0.828

all ⇒ JA −0.704 0.459  0.125

all ⇒ NZ −0.760 0.347  0.029

all ⇒ PHI  0.375 0.323  0.245

all ⇒ SIN −0.088 0.269  0.743

WeightRatio:Variety

all ⇒ GB −1.209 0.807  0.134

all ⇒ CAN −0.546 0.781  0.484

all ⇒ HK  0.006 0.741  0.993

all ⇒ IND  0.355 0.952  0.709

all ⇒ IRE −1.111 0.822  0.177

all ⇒ JA  4.299 1.454  0.003

all ⇒ NZ  0.352 0.844  0.676

all ⇒ PHI −1.341 0.748  0.073

all ⇒ SIN −0.805 0.695  0.247

RecHeadFreq:Variety

all ⇒ GB −0.679 0.783  0.386

all ⇒ CAN  0.084 0.847  0.921

all ⇒ HK  0.887 0.740  0.230

all ⇒ IND −1.826 0.750  0.015

all ⇒ IRE −1.475 1.250  0.238

all ⇒ JA  2.193 0.993  0.027

all ⇒ NZ  0.611 0.761  0.422

all ⇒ PHI −0.639 0.684  0.350

all ⇒ SIN  0.843 0.593  0.155

Summary statistics:

Accuracy: 93.0%

Somer’s C index: 0.98

κ: 8.8
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Table 6. Main effects and interaction effects of individual factors in the spoken-informal
model

Factor β̂ SE p

(Intercept) −2.658 0.567 <0.001

ThemeAnimacy: inanimate ⇒ animate  0.826 0.651  0.205

RecAnimacy: animate ⇒ inanimate  1.079 0.279 <0.001

RecGivenness: given ⇒ new  0.618 0.247  0.012

ThemeGivenness: new ⇒ given  0.299 0.217  0.167

RecHeadFreq −0.345 0.490  0.482

ThemeHeadFreq  0.508 0.543  0.350

ThemePron: non-pron ⇒ pron  1.559 0.631  0.014

RecPron: pron ⇒ non-pron  1.336 0.442  0.003

WeightRatio  2.862 0.354 <0.001

VerbSemantics

a ⇒ c  0.871 0.351  0.013

a ⇒ f −2.200 1.155  0.057

a ⇒ p −3.496 2.386  0.143

a ⇒ t −0.158 0.319  0.621

RecDefiniteness: def ⇒ indef  0.247 0.301  0.412

ThemeDefiniteness: indef ⇒ def  0.904 0.226 <0.001

PrimeType

none ⇒ do −0.192 0.247  0.437

none ⇒ pd  0.977 0.359  0.006

Variety

all ⇒ GB −0.559 0.259  0.031

all ⇒ CAN −0.152 0.298  0.610

all ⇒ HK  0.984 0.246 <0.001

all ⇒ IND  1.272 0.230 <0.001

all ⇒ IRE −1.179 0.283 <0.001

all ⇒ JA −0.380 0.307  0.216

all ⇒ NZ −0.498 0.280  0.075

all ⇒ PHI  0.305 0.256  0.233

all ⇒ SIN  0.208 0.244  0.394

Summary statistics:

Accuracy: 94.8%

Somer’s C index: 0.98

κ: 5.8
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Table 7. Main effects and interaction effects of individual factors in the written-formal
model

Factor β̂ SE p

(Intercept) −1.983 0.906  0.029

ThemeAnimacy: inanimate ⇒ animate  2.665 2.675  0.319

RecAnimacy: animate ⇒ inanimate  1.656 0.343 <0.001

RecGivenness: given ⇒ new  0.653 0.292  0.025

ThemeGivenness: new ⇒ given  1.044 0.353  0.003

RecHeadFreq −0.960 0.591  0.104

ThemeHeadFreq  0.211 0.553  0.703

ThemePron: non-pron ⇒ pron −0.265 1.118  0.813

RecPron: pron ⇒ non-pron  1.996 0.642  0.002

WeightRatio  4.781 0.517 <0.001

VerbSemantics

a ⇒ c  1.145 0.625  0.067

a ⇒ f  1.074 1.294  0.406

a ⇒ p −3.646 2.400  0.129

a ⇒ t  0.764 0.524  0.145

RecDefiniteness: def ⇒ indef  0.525 0.313  0.094

ThemeDefiniteness: indef ⇒ def  0.581 0.362  0.109

PrimeType

none ⇒ do −1.289 0.417  0.002

none ⇒ pd −0.460 0.512  0.368

Variety

all ⇒ GB −0.776 0.393  0.048

all ⇒ CAN −1.360 0.407 <0.001

all ⇒ HK −0.978 0.357  0.006

all ⇒ IND  0.879 0.424  0.038

all ⇒ IRE −0.064 0.380  0.866

all ⇒ JA  1.471 0.506  0.004

all ⇒ NZ  0.124 0.360  0.731

all ⇒ PHI  0.524 0.378  0.166

all ⇒ SIN  0.180 0.394  0.648

Summary statistics:

Accuracy: 92.9%

Somer’s C index: 0.98

κ: 8.3
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Table 8. Main effects and interaction effects of individual factors in the written-informal
model

Factor β̂ SE p

(Intercept) −1.526 0.416 <0.001
ThemeAnimacy: inanimate ⇒ animate  0.284 0.520  0.586
RecAnimacy: animate ⇒ inanimate  0.572 0.136 <0.001
RecGivenness: given ⇒ new  0.214 0.123  0.082
ThemeGivenness: new ⇒ given  0.326 0.128  0.011
RecHeadFreq −0.207 0.341  0.544
ThemeHeadFreq −0.416 0.262  0.113
ThemePron: non-pron ⇒ pron  1.100 0.450  0.015
RecPron: pron ⇒ non-pron  1.148 0.279 <0.001
WeightRatio  3.727 0.183 <0.001
VerbSemantics
a ⇒ c  0.933 0.199 <0.001
a ⇒ f −0.209 0.419  0.618
a ⇒ p −2.520 1.511  0.095
a ⇒ t  0.394 0.187  0.035
RecDefiniteness: def ⇒ indef  0.508 0.130 <0.001
ThemeDefiniteness: indef ⇒ def  0.682 0.121 <0.001
PrimeType
none ⇒ do −0.131 0.149  0.378
none ⇒ pd  0.340 0.182  0.061
Variety
all ⇒ GB −0.460 0.214  0.032
all ⇒ CAN −0.366 0.193  0.058
all ⇒ HK  0.509 0.169  0.003
all ⇒ IND  0.871 0.166 <0.001
all ⇒ IRE −0.260 0.209  0.213
all ⇒ JA  0.076 0.191  0.690
all ⇒ NZ −0.420 0.181  0.021
all ⇒ PHI −0.105 0.209  0.617
all ⇒ SIN  0.154 0.180  0.394
WeightRatio:Variety
all ⇒ GB  0.158 0.435  0.716
all ⇒ CAN  0.392 0.416  0.346
all ⇒ HK  0.141 0.370  0.703
all ⇒ IND −0.823 0.330  0.013
all ⇒ IRE −0.831 0.393  0.034
all ⇒ JA  0.525 0.411  0.201
all ⇒ NZ −0.429 0.356  0.228
all ⇒ PHI  0.955 0.439  0.030
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Table 8. (continued)

Factor β̂ SE p

all ⇒ SIN −0.088 0.390  0.822
PrimeType:Variety
do + GB  0.084 0.448  0.851
pd + GB −0.046 0.549  0.933
do + CAN  0.594 0.451  0.188
pd + CAN  0.528 0.492  0.283
do + HK −1.108 0.384  0.004
pd + HK  0.165 0.404  0.683
do + IND −1.221 0.384  0.001
pd + IND −0.042 0.445  0.924
do + IRE  0.036 0.439  0.935
pd + IRE −0.479 0.588  0.415
do + JA  0.790 0.427  0.064
pd + JA −0.085 0.513  0.869
do + NZ  0.533 0.375  0.155
pd + NZ  0.000 0.561  1.000
do + PHI −0.365 0.432  0.398
pd + PHI  0.356 0.499  0.475
do + SIN  0.658 0.418  0.115
pd + SIN −0.396 0.505  0.433
ThemeGivenness:Variety
given + GB  0.303 0.356  0.395
given + CAN −0.218 0.351  0.535
given + HK  0.973 0.296  0.001
given + IND  0.048 0.304  0.874
given + IRE  0.281 0.368  0.444
given + JA −1.100 0.390  0.005
given + NZ −0.246 0.343  0.473
given + PHI  0.103 0.349  0.768
given + SIN −0.145 0.331  0.662
Summary statistics:
Accuracy: 91.2%
Somer’s C index: 0.97
κ: 8.7

Table 9. Main effects and interaction effects of individual factors in the give model

Factor β̂ SE p

(Intercept) −5.254 0.294 <0.001

RecAnimacy: animate ⇒ inanimate  0.703 0.128 <0.001
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Table 9. (continued)

Factor β̂ SE p

RecGivenness: given ⇒ new  0.193 0.120  0.108

ThemeGivenness: new ⇒ given  0.115 0.147  0.435

RecHeadFreq −0.519 0.218  0.017

ThemeHeadFreq −0.207 0.304  0.496

ThemePron: non-pron ⇒ pron  1.007 0.493  0.041

RecPron: pron ⇒ non-pron  1.717 0.204 <0.001

WeightRatio  3.654 0.183 <0.001

VerbSemantics

a ⇒ c  1.454 0.218 <0.001

a ⇒ t  0.830 0.199 <0.001

RecDefiniteness: def ⇒ indef  0.572 0.132 <0.001

ThemeDefiniteness: indef ⇒ def  0.479 0.132 <0.001

PrimeType

none ⇒ do −0.322 0.161  0.045

none ⇒ pd  0.718 0.193 <0.001

Variety

all ⇒ GB −0.325 0.265  0.219

all ⇒ CAN −0.223 0.267  0.403

all ⇒ HK −0.204 0.245  0.406

all ⇒ IND  1.000 0.214 <0.001

all ⇒ IRE −0.601 0.269  0.025

all ⇒ JA −0.522 0.262  0.047

all ⇒ NZ −0.240 0.233  0.302

all ⇒ PHI  0.727 0.217 <0.001

all ⇒ SIN  0.388 0.236  0.100

RecDefiniteness:Variety

indef + GB −0.070 0.354  0.843

indef + CAN −0.635 0.371  0.087

indef + HK  0.301 0.334  0.367

indef + IND  0.495 0.359  0.168

indef + IRE  1.137 0.361  0.002

indef + JA −0.206 0.371  0.579

indef + NZ  0.127 0.314  0.685

indef + PHI −0.403 0.340  0.236

indef + SIN −0.746 0.353  0.035

RecAnimacy:Variety
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Table 9. (continued)

Factor β̂ SE p

inanimate + GB −0.169 0.320  0.598

inanimate + CAN  0.176 0.319  0.580

inanimate + HK −0.060 0.314  0.847

inanimate + IND  0.556 0.294  0.058

inanimate + IRE −0.252 0.338  0.456

inanimate + JA  0.874 0.329  0.008

inanimate + NZ −0.342 0.297  0.250

inanimate + PHI −0.706 0.299  0.018

inanimate + SIN −0.077 0.307  0.801

ThemeGivenness:Variety

given + GB −0.013 0.364  0.972

given + CAN −0.165 0.430  0.701

given + HK  1.662 0.354 <0.001

given + IND  0.133 0.335  0.692

given + IRE −0.493 0.462  0.286

given + JA −0.182 0.377  0.630

given + NZ −0.346 0.356  0.332

given + PHI  0.051 0.363  0.887

given + SIN −0.648 0.408  0.113

Summary statistics:

Accuracy: 93.1%

Somer’s C index: 0.97

κ: 7.9

Table 10. Main effects and interaction effects of individual factors in the send model

Factor β̂ SE p

(Intercept) −1.212 0.502  0.016

ThemeAnimacy: inanimate ⇒ animate  1.252 1.025  0.222

RecAnimacy: animate ⇒ inanimate  0.901 0.551  0.102

RecGivenness: given ⇒ new  0.962 0.461  0.037

ThemeGivenness: new ⇒ given  0.861 0.271  0.001

RecHeadFreq −0.423 0.268  0.114

ThemeHeadFreq  0.930 0.451  0.039

ThemePron: non-pron ⇒ pron −0.408 0.675  0.546

RecPron: pron ⇒ non-pron  1.853 0.458 <0.001
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Table 10. (continued)

Factor β̂ SE p

WeightRatio  2.618 0.439 <0.001

VerbSemantics

a ⇒ c −0.276 0.407  0.498

a ⇒ t −0.316 0.374  0.399

RecDefiniteness: def ⇒ indef  1.081 0.671  0.107

ThemeDefiniteness: indef ⇒ def  0.873 0.278  0.002

PrimeType

none ⇒ do −0.804 0.322  0.012

none ⇒ pd  0.364 0.431  0.399

Variety

all ⇒ GB −0.744 0.401  0.063

all ⇒ CAN −0.561 0.359  0.118

all ⇒ HK  0.823 0.318  0.010

all ⇒ IND  0.865 0.316  0.006

all ⇒ IRE −0.837 0.514  0.103

all ⇒ JA  0.501 0.379  0.186

all ⇒ NZ −0.309 0.408  0.449

all ⇒ PHI  0.317 0.440  0.471

all ⇒ SIN −0.056 0.386  0.885

Summary statistics:

Accuracy: 88.4%

Somer’s C index: 0.94

κ: 9.8
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The dative alternation in German
Structural preferences and verb bias effects

Alina Kholodova and Shanley Allen

Many ditransitive events can be expressed in German using either the indi-
rect object construction (IOC) or the prepositional object construction
(POC). While most previous research on ditransitives in German has
focused on the IOC, very little attention has been paid to the much rarer
POC or to individual verb biases for the IOC vs. the POC. We investigated
structural preferences of native speakers of German using elicited produc-
tion and acceptability judgment studies. The results show that the POC is
not as restricted as previously thought, and that different modalities (i.e.,
production vs. comprehension) reveal different aspects of verb biases,
which can be easily missed when relying on one type of data.

Keywords: verb bias, German, ditransitive structure, structural preference,
dative alternation, probabilistic language production, syntactic
representation

1. Introduction

Languages often offer more than one structural option for expressing a particular
message. One common example of this is found with ditransitive verbs, usually
used for expressing transfer events, which appear in many languages throughout
the world (Malchukov, Haspelmath, and Comrie 2010). As discussed in the intro-
duction of this volume, ditransitive verbs such as give, bring and send typically
appear with three arguments – an agent, a theme, and a recipient. However, these
verbs can be expressed using two different constructions, differentiated by the
realization of the recipient (the theme is always a direct object). In one construc-
tion, the recipient is realized as a prepositional phrase; we refer to this as the
prepositional object construction (POC), illustrated in Examples (1a) and (2a). In
the other construction, the recipient is realized as a second object which can be
either a direct object as in English (1b) or an indirect object as in German (2b).
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We refer to these as the double object construction (DOC) for English and the
indirect object construction (IOC) for German.

(1) English ditransitives
a. Prepositional object construction (POC)

[The boy]AG gave [the present]TH [to the girl]REC.
b. Double object construction (DOC)

[The boy]AG gave [the girl]REC [the present]TH.

(2) German ditransitives
a. Prepositional object construction (POC)

[Die
the.nom

Frau]AG
woman

schickte
sent

[den
the.acc

Brief ]TH
letter

[an
to

den
the.acc

Beamten]REC.
official

‘The woman sent the letter to the official.’
b. Indirect object construction (IOC)

[Die
the.nom

Frau]AG
woman

schickte
sent

[dem
the.dat

Beamten]REC
official

[den
the.acc

Brief ]TH.
letter

‘The woman sent the official the letter.’

German has obligatory case marking on articles and pronouns, which helps to
differentiate the role of each noun phrase. It also allows two different preposi-
tions in the POC: some verbs take an (with accusative case), some take zu (with
dative case), and some allow both. Schicken ‘send’ in (2) is a verb of the latter type,
and thus could also occur with zu. Finally, the order of the theme and recipient
can also be reversed for both the IOC and the POC in German – a phenome-
non which has been the subject of much debate in the field (e.g., Büring 2001a,
2001b; Drenhaus 2004; Meinunger 2006; Pappert et al. 2007). Since this reverse
word order is not common with ditransitives where both theme and recipient are
expressed by full NPs (Müller 1999; Büring 2001b; Gast 2007) – the focus of the
present chapter – we do not consider these structures further here (but see Rauth,
this volume, for a discussion of the degree of word order variability in present-day
German as well as older stages of the language; as well as Gerwin and Röthlis-
berger, this volume, for a discussion of alternative orders in present day English).

In most languages, individual verbs are permitted to appear in one of the two
structures only (POC or DOC/IOC). However, in a relatively small number of
languages including English and German, as well as most other Germanic lan-
guages – as detailed in several contributions to this volume, alternation between
the two structures is possible for individual verbs. This variation of structure for a
given verb is termed the ditransitive alternation or dative alternation.

The dative alternation has been most extensively studied in English, in which
both the DOC and POC variants are frequently used with a wide range of alter-
nating verbs (e.g., Mukherjee 2005; Goldberg 2006; Bresnan and Nikitina 2008;
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Rappaport Hovav and Levin 2008; also Dubois, or Röthlisberger, this volume).
Much attention in the literature on English has thus been paid to investigating
verb biases and speaker preferences for the POC vs. the DOC, as well as the
conditions under which each construction is preferred. In German, however, the
IOC is overwhelmingly preferred for almost all verbs that alternate (Dehé 2004;
Rappaport Hovav and Levin 2008), and thus the focus of research has rather been
on the two possible word order variants within the IOC (i.e., recipient-theme vs.
theme-recipient, also see Rauth, this volume). In contrast, very little attention has
been paid to the factors triggering a preference for the POC vs. the IOC. The few
existing studies on the relation between the POC and the IOC tend to be descrip-
tive rather than quantitative, focusing on the semantics of each structure and on
the theoretical implications of these semantic analyses, but providing little quan-
titative information about which verbs allow which structures to which extent.
Further, there is considerable controversy over whether prototypically ditransi-
tive verbs such as geben ‘give’ and reichen ‘hand’ allow the POC at all (Sabel 2002;
Dehé 2004; Drenhaus 2004; Callies and Szczesniak 2008; Rappaport Hovav and
Levin 2008; Adler 2011; Proost 2015; De Vaere, De Cuypere, and Willems 2018; cf.
also Ussery and Petersen, this volume, on the acceptability of prepositional pat-
terns in Faroese).

In the present chapter, we seek to fill this gap in the literature by providing
new empirical data on the use of the POC vs. the IOC in German. We report
on two studies designed to quantitatively investigate the structural preferences
of German native speakers: a written sentence completion task in which partici-
pants describe a ditransitive scene, and an acceptability judgment task in which
participants rate the acceptability of ditransitive structures. These studies focus
on six of the most commonly used ditransitive verbs in German: bringen ‘bring’,
geben ‘give’, reichen ‘hand’, schicken ‘send’, verkaufen ‘sell’, and zeigen ‘show’. In the
remainder of this section, we outline previous research on the dative alternation
in general and also in German, as well as details of the present study.

1.1 The dative alternation

Considerable research has focused on documenting and understanding structural
preferences in the use of the dative alternation, especially in English. Early theo-
retical accounts were mainly interested in the semantics of this alternation, with
two contrasting views: The monosemy view, which postulates that both alternants
express the same concept without any meaning difference (e.g. Larson 1988; Butt,
Dalrymple, and Frank 1997), and the polysemy view, which assumes that different
syntactic realizations express different meanings with the DOC denoting ‘caused
possession’ and the POC denoting ‘caused motion’ (Pinker 1989; Goldberg 1992;
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Pesetsky 1995; Krifka 1999, 2004; Harley 2002). Related to the latter is the verb
sensitive view which assumes that the POC can have either a ‘caused motion’ or
a ‘caused possession’ meaning, dependent on the verb it is used with (Rappaport
Hovav and Levin 2008). Increasingly, attention has also turned to the role of infor-
mation structure and other related factors in explaining the structural preferences,
rather than simply verb-related underlying semantic differences (e.g. Wasow 1997;
Polinsky 1998; Biber et al. 1999; Givón 1984; Arnold et al. 2000; Van Valin 2007),
and to dialectal differences (Hughes and Trudgill 1996).

Other factors that have been shown to influence the structural alternation
include phonological weight, heaviness, focus, givenness, definiteness, pronomi-
nality, animacy, and discourse accessibility (Erteschik-Shir 1979; Hawkins 1994;
Collins 1995; Arnold et al. 2000; Wasow 2002; Bresnan and Nikitina 2008). Under
this view the dative alternation is not a categorical phenomenon, but instead a gra-
dient probabilistic phenomenon (e.g., Bresnan and Hay 2008; also Dubois, as well
as Röthlisberger, this volume). The specific lexical bias – that is, speakers’ prefer-
ences for using a particular verb in one or the other structure – can be statistically
modelled by including various predictors (Bresnan 2007). All of these factors have
been shown to affect a speaker’s syntactic choice across different types of data
including corpus studies, grammaticality judgment tasks, and sentence comple-
tion tasks as well as comparative studies across varieties of English (Collins 1995;
Bresnan et al. 2007; Bresnan and Nikitina 2008; Bresnan and Ford 2010).

Interestingly, certain structures appear in some types of data but not others.
For example, Bresnan and Nikitina (2008) found that manner-of-speaking verbs
(e.g., whisper, yell, mumble) occurred only in the POC in the one-million-word
Switchboard corpus of English telephone conversations. However, they were able
to find those same verbs in the DOC in a search of some 47 billion words on the
Internet, in phrases like she muttered him a hurried apology and you just mum-
ble him an answer. Evidence for probabilistic production also comes from cross-
corpus studies between varieties of English (American, Australian, British) which
have shown that speakers of these varieties do not differ in the grammatical rules
they use, but in the statistical occurrence of the structures in spoken and writ-
ten language (Schneider 2007; Rohdenburg and Schlüter 2009; Bresnan and Ford
2010; Röthlisberger this volume).

Ditransitive structures have also been investigated extensively in German.
However, given that the IOC is typically strongly preferred in German (McFadden
2004; Dehé 2004; Callies and Szczesniak 2008), research on structural preferences
has focused mainly on the use of the two variants of the IOC: the canonical
recipient-theme structure vs. the non-canonical theme-recipient structure. Numer-
ous studies have sought to enumerate the typologies of these two variants, and to
explore the patterns of use of each with respect to factors including information
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structure (focus), prosody, markedness, animacy, nominality, definiteness, and c-
command rules (Müller 1999; Keller 2000; Büring 2001a, 2001b; Sabel 2002;
Kempen and Harbush 2003a, 2003b, 2004, 2005; Dehé 2004; Drenhaus 2004;
Meinunger 2006; Gast 2007; Pappert et al. 2007; De Vaere, De Cuypere, and
Willems 2018).

In contrast to the abundant research on the IOC, the alternation between the
IOC and the POC in German has received very little attention in the literature.
Most of the existing research has been theoretical rather than empirical, focusing
on the semantic equivalence between the IOC and the POC. This work generally
concludes that the two structures differ in meaning, supporting either the poly-
semy view (Meinunger 2006; Wunderlich 2006) or its subtype, the verb sensitive
view (Adler 2011; Proost 2014, 2015). A few of these studies have also touched on
the effects of animacy, definiteness, information structure, whether a pronoun or
noun phrase is used to express the referents, or typological differences between
languages regarding certain verbs, but again from a theoretical perspective based
on introspective data rather than on quantitative analysis of empirical data. There
is just one recent study that has quantitatively investigated the occurrence of the
IOC vs. the POC (De Vaere, De Cuypere, and Willems 2018). This study ana-
lyzes occurrences of the verb geben ‘give’ in a large newspaper corpus (DeReKo),
using Bresnan et al.’s (2007) probabilistic approach to determine the effect on
structural choice of several factors that have been found to play a role in English
(e.g., definiteness, pronominality, animacy, concreteness, voice, number). The rest
of the literature on ditransitives in German tends to ignore the POC or to even
explicitly deny its existence for many verbs. There is general consensus that the
POC is in principle possible, although relatively rare, with several verbs including
bringen ‘bring’, schicken ‘send’, and verkaufen ‘sell’, and that it is not possible for
many other verbs including zeigen ‘show’. However, there is considerable contro-
versy over whether it can be used with verbs such as geben ‘give’ or reichen ‘hand’
(Sabel 2002; Dehé 2004; Drenhaus 2004; Callies and Szczesniak 2008; Liamkina
2008; Rappaport Hovav and Levin 2008; Adler 2011; Proost 2015; De Vaere, De
Cuypere, and Willems 2018). Some authors claim that the POC is not grammat-
ical at all for these verbs. Others suggest that geben ‘give’ and reichen ‘hand’ can
be used in the POC in some limited contexts, such as in order to emphasize the
recipient, in certain sub-senses of the verbs in question (e.g., in a ‘donate’ or ‘dis-
tribute’ sense for geben), in certain dialects, or when particles are added to the
verb resulting in a different meaning (e.g., über+geben ‘hand over’, weiter+reichen
‘pass on’). Such particle verbs are well-attested in present-day German and are
widely used with the POC.

Some research has also focused on the question of which prepositions are
used in the POC. As noted earlier, German allows two prepositions for denoting
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transfer events: an and zu. The consensus in the literature is that zu is typically
used with bringen ‘bring’ while an is typically used with verkaufen ‘sell’, and
that both prepositions are commonly used with schicken ‘send’. The literature is
less clear for geben ‘give’ and reichen ‘hand’ for which, as we observed earlier,
there is substantial controversy over whether these verbs occur in the POC at
all. Some studies claim that the verb itself as well as various semantic factors
determine whether one or both prepositions are acceptable for most ditransitive
verbs (Matzel 1976; Adler 2011). However, semanticists typically have differing
views on which semantic factors, if any, are relevant (e.g., Erben 1972; Wegener
1985; Meinunger 2006). In general, the literature on POCs is fairly small and
introspection-based, and is often not supported by actual data.

1.2 The present study

In sum, although an abundance of information is available about the intricacies
of the use of the IOC in German, far less is known about the use of the POC, or
about the relationship between the IOC and the POC. As one step towards fill-
ing this gap in the literature, we conducted two empirical studies to determine
the preferences of German native speakers for the IOC vs. the POC in several
common verbs. In contrast with most existing studies, which are corpus- or
introspection-based, we opted for two different methods that elicit data directly
from participants. The first is a sentence completion task, investigating partici-
pants’ own production of the IOC vs. the POC in a controlled context (Study 1).
The second is an acceptability judgment task, investigating the extent to which
participants find different ditransitive constructions acceptable, regardless of
whether they spontaneously produce those structures (Study 2). As noted earlier,
both studies focus on six of the most commonly used ditransitive verbs in Ger-
man: bringen ‘bring’, geben ‘give’, reichen ‘hand’, schicken ‘send’, verkaufen ‘sell’,
and zeigen ‘show’. Using these two methods allows us to gather evidence for rarer
structures, as well as to collect data in a relatively fixed linguistic context, thus
controlling for effects from certain linguistic factors known to affect syntactic
choice. We expect that these data will provide new insights into both the use of
alternative variants and verb biases in general.

We focus on two main questions across the studies. First, we investigate
to what extent speakers prefer the POC vs. the IOC for each of the six verbs.
Although the literature is clear that the IOC is the preferred construction in Ger-
man for those ditransitive verbs that alternate between the IOC and the POC, it is
not clear whether this bias is equally strong for every verb, and whether the pref-
erences are consistent across different modalities (e.g., production vs. acceptabil-
ity judgment). Differences in preferences across modality have been shown, for
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example, in Bresnan and Nikitina (2008) for oral vs. written production of ditran-
sitives in English, or in Keller (2000) and Kempen and Harbush (2005) for corpus
analysis vs. grammaticality judgments of IOC variants in German. Further, there
is disagreement in the literature about whether two of our verbs – geben ‘give’ and
reichen ‘hand’ – allow the POC at all.

Second, we investigate which prepositions (an or zu) are used in the POC for
each of the six verbs, and which of the two is preferred in contexts where both
of them would be permitted. As was mentioned above, while the literature agrees
that bringen ‘bring’ and verkaufen ‘sell’ use only one of the variants, it is less clear
which preposition is preferred for schicken ‘send’ and whether the POC is possible
for geben ‘give’ and reichen ‘hand’, and, if so, with which preposition.

The remainder of this chapter is structured as follows: Section (2) reports on
the first experiment, viz. a sentence completion task, starting with a description
of the methods employed (2.1) before presenting the results (2.2) and discussing
them (2.3). Section (3) gives the same information on the acceptability judgment
task, featuring an outline of the methods in (3.1), the results in (3.2) and a dis-
cussion of the findings in (3.3). Section (4) provides a more general comment on
the main questions addressed by means of the experiments, and Section (5) con-
cludes the chapter.

2. Study 1: Sentence completion task

In Study 1, we used a written picture description task to investigate what structural
choices participants make when describing pictures of ditransitive events. In
order to reduce the influence of animacy on structural choice, we controlled the
context of the pictures such that each contained an animate agent, an animate
recipient, and an inanimate theme. On the basis of the literature on ditransitive
verbs in German, the expectation was (i) that participants would most often use
the IOC but (ii) that participants would also occasionally use the POC for all
verbs except zeigen ‘show’, which is uniformly reported in the literature to never
allow the POC. For the five other verbs, we were particularly interested in explor-
ing the strength of the verb’s bias for the POC vs. the IOC. We also investigated
preferences for which preposition (an or zu) was used with each verb in the POC.
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2.1 Method

2.1.1 Participants
A total of 996 students and employees (721 male, mean age 24.02 years, SD 5.85)
from the Technische Universität Kaiserslautern participated in the sentence com-
pletion task. All participants confirmed orally that they were native speakers of
German. However, answers to a written question about language background on
the response sheet revealed that 316 participants were simultaneous or early suc-
cessive bilinguals or non-native speakers of German, or did not provide informa-
tion about their language background. Since these participants did not meet the
inclusion criteria, their data were removed from the study. Thus, the final sample
included 680 participants (491 male, mean age 24.07 years, SD 5.59).

2.1.2 Design and materials
We designed 23 pictures representing an action with an animate agent, an inan-
imate theme and an animate recipient. The verbs bringen ‘bring’, geben ‘give’,
reichen ‘hand’, verkaufen ‘sell’, and zeigen ‘show’ were each represented by four dif-
ferent pictures, while schicken ‘send’ was represented by three different pictures
(due to depiction difficulties). For each of the pictures for a given verb, different
referents were used for each thematic role (see Appendix). Many referents were
repeated across the items because they were easy to recognize (girl, boy, grand-
mother, etc.). Ease of recognition was important for our design, in which each
participant responded to one item, because we wanted to avoid guesses or misin-
terpretations of the thematic roles depicted.

Half of the pictures for a given scene showed the event occurring from right
to left (see Figure 1) and half from left to right. Instructions were written above
the picture: Was passiert im Bild? Ergänzen Sie den Satz mit dem Verb darunter
‘What is happening in the picture? Complete the sentence with the verb provided
below’. The target verb (here, reichen ‘hand’) was presented directly underneath
the picture in the infinitive form. Below that, the picture description began with
the agent (here, Der Junge ‘the boy’), followed by two lines where the participant
could complete the description. Four demographic questions were given at the
bottom of the page asking about the participant’s age, gender, native language, and
age of starting to learn a first foreign language.
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Figure 1. Sentence completion sheet with additional background questions about gender,
age, native language and the onset of second language learning

2.1.3 Procedure
Participants were approached at the entrance to the university cafeteria, asked if
they were a native speaker of German and, if so, whether they were willing to
participate in a short study. They were also briefly informed about the task as fol-
lows: Sie werden ein Bild sehen, das Sie mit einem Satz beschreiben sollen. Dieses
Verfahren wird etwa eine Minute Zeit in Anspruch nehmen. Ihre Beschreibung
würde uns als Vergleich zu Kinderbeschreibungen dienen. ‘You’ll be given a pic-
ture which you should describe using one sentence. This procedure will take you
approximately one minute. Your description will serve as a comparison to child
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descriptions’. Each person who agreed was given one response sheet and was
instructed to complete the sentence by using the agent and the verb provided,
and by using the first description that came to their mind. These instructions
were standardized for all experimenters. However, because these were spon-
taneous conversations in the cafeteria, participants occasionally asked further
questions such as What is this study for? or Can I use as many words as I want in
the sentence? All questions were answered with whatever of the following infor-
mation was pertinent: responses should comprise only one sentence, responses
should ideally name all the objects in the picture, and responses could contain
as many words as desired. There were no restrictions on the type of words to
use. We avoided detailed written instructions because participants might be dis-
tracted while reading in the cafeteria, which could lead to misinterpretations of
the task.

Two main reasons led us to have each participant describe only one picture.
First, we wanted to control for possible priming effects – i.e., the influence of
a structure used previously on further production (see Bock 1986). Second, we
wanted to avoid possible item confounds by having participants see the same ref-
erent in two or more pictures, given that several referents were used more than
once across the pictures.

2.1.4 Coding
All completions were classified as either an IOC, a POC, or ‘other’. Completions
were classified as an IOC or a POC only if both the recipient and the theme were
realized by lexical NPs. These lexical NPs could include adjectives or attributes
with or without articles (e.g., die nette Oma ‘the nice grandmother’, eine Oma ‘a
grandmother’, Oma ‘Grandmother’).

Some participants used a different verb than the verb provided for their pic-
ture. If the verb was one of the other verbs considered in our study, we included
the response in the analysis for that verb rather than discarding the response
(0.9% of total data). This was done because the pictures can in principle be
described with any of the six verbs, and participants may have just overlooked the
verb provided below the picture.

Most completions used a simple main clause. However, we also included
completions using more complex syntactic structures (1.7% of total data). These
more complex structures took two forms: main clauses including an auxiliary or
modal in the expression of the verb (e.g., Das Mädchen möchte ihrer Oma Blu-
men schicken ‘The girl wants to send her grandmother flowers’), and infinitive+zu
constructions where the zu preceding the verb is an infinitival marker and not a
preposition (e.g., Das Mädchen denkt daran, ihrer Oma Blumen zu schicken ‘The
girl is thinking about sending her grandmother flowers’.
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A completion was coded as an IOC when the agent and verb were followed
by a recipient in dative case and a theme in accusative case, with no preposition
preceding the recipient (e.g., Das Mädchen schickt der Oma die Blumen ‘The girl
sends the grandmother the flowers’). Non-canonical completions with the theme
preceding the recipient were coded as ‘other’ (1.7% of total data).

A completion was coded as a POC when the agent and verb were followed by
a theme in accusative case and a recipient preceded either by the preposition zu
(with recipient in dative case) or an (with recipient in accusative case) (e.g., Das
Mädchen schickt die Blumen an die Oma / zu der Oma ‘The girl sends the flowers
to the grandmother’). Each POC was also coded for which preposition was used
preceding the recipient: an or zu. Non-canonical completions with the recipient
preceding the theme were coded as ‘other’ (0.9% of total data).

A completion was coded as ‘other’ if it did not conform to the requirements
for either an IOC or a POC as just described. This ’other’ category mainly con-
sisted of the following five structures: (1) completions in which either the recipient
or theme was a pronoun or a demonstrative, (2) completions in which the recip-
ient and theme were in the non-canonical order, (3) completions in which a
verb was used with a particle such as zuschicken ‘send over’, (4) completions that
used verbs other than our six target verbs, and (5) completions that used struc-
tures other than ditransitives. The first three were not included as IOCs or POCs
because the use of the relevant forms is known to affect syntactic preferences.
Although we could have included such completions as an additional category for
analysis, there were too few of them to yield meaningful results.

2.2 Results

In the results, we focus on two research questions relating to the sentence comple-
tion data. First, we assess the frequency of use for the IOC vs. the POC for each
verb, to determine if each verb allows both structures and, if so, what the prefer-
ence is for each structure. Second, we analyze the use of an vs. zu for the POC for
each verb.

2.2.1 Use of IOC and POC
The 680 picture descriptions comprised 404 (59.4%) canonical IOC completions,
103 (15.2%) canonical POC completions, and 173 (25.4%) ‘other’ completions. We
first determined the frequency of completions instantiating the IOC and the POC
for each verb (see Table 1).

We then used Bayesian parameter estimation to determine what our data tell
us about the degree to which each of the two kinds of completion is preferred
over the other. If the use of IOC over POC were hypothetically random, with a
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Table 1. Frequency and percentage of completions in the IOC or POC for each verb

Verb IOC % POC % Total N

bringen ‘bring’  71  87.7%  10 12.3%  81

geben ‘give’ 104  97.2%   3  2.8% 107

reichen ‘hand’  77 100.0%   0  0.0%  77

schicken ‘send’  25  30.9%  56 69.1%  81

verkaufen ‘sell’  53  60.9%  34 39.1%  87

zeigen ‘show’  74 100%   0  0.0%  74

TOTAL 404  79.7% 103 20.3% 507

probability p of using IOC and (1-p) of using POC, then the probability of NI
completions using IOC relative to NP completions using POC would be given by
elementary probability theory as

where N! denotes the factorial function

Bayes’s theorem then allows us to infer the relative likelihood, given our data, of
one hypothetical value of p over another. Normalizing such that the integrated
likelihood over all p from 0 to 1 is one, the formula for the likelihood of p given
the data NI and NP is

In this case the normalization integral in the denominator evaluates to another
ratio of factorials, and so the final result for the likelihood of p given the data is
very similar to the probability of the data given p:

This likelihood density is plotted for each of our six verbs (see Figure 2). We see
that our sample sizes are sufficient to give fairly narrow peaks for all six likeli-
hoods, while the most likely values of p vary considerably among the six verbs,
from around 0.3 to above 0.95.
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Figure 2. Likelihood density L of IOC preference probabilities p, for each verb

The horizontal axis p in the figure denotes the fraction of IOC completions (as
opposed to POC completions) in the entire population of German native speak-
ers. Our finite experimental sample only allows us to estimate p; the likelihood
function L(p) indicates how confident and precise an estimate is justified by our
data, according to the principles of Bayesian inference. For the verbs zeigen ‘show’,
reichen ‘hand’, and geben ‘give’, the preponderance of IOC over POC completions
in our sample is so great that a high p can be inferred with high confidence: the
likelihood of p being less than 0.9 in these three cases is extremely low, given our
data. However, our data do not rule out that these verbs could occasionally occur
in the POC. For the other three verbs, the preponderance of IOC over POC com-
pletions in our data is weaker. For verkaufen ‘sell’, for example, the data indicate
that p is probably in the range 0.5–0.7, but the data do not support a more precise
estimate of p. The likelihood density curve for verkaufen is therefore a lower and
broader peak. The most likely p for verkaufen, given our data, is 60.9%, but the
true p in the entire population is not too unlikely to be as low as 0.5 or as high
as 0.7, if our sample happened to be an unusual one. In sum, on the basis of this
Bayesian analysis, we can conclude that schicken ‘send’ is moderately POC-biased,
verkaufen ‘sell’ is weakly IOC-biased, bringen ‘bring’ is strongly IOC-biased, and
the other three verbs are very strongly IOC-biased.
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2.2.2 Use of prepositions in the POC
In the second analysis, we investigated which preposition (an or zu) was preferred
in the POC. Again, we first calculated the frequencies of completions using each
preposition for each verb (see Table 2).

Table 2. Frequency and percentage of POC completions with an vs. zu for each verb

Verb an % zu % Total N

bringen ‘bring’  0   0.0%  10 100.0% 10

geben ‘give’  2  66.7%   1  33.3% 3

reichen ‘hand’  0   0  0

schicken ‘send’ 48  85.7%   8  14.3% 56

verkaufen ‘sell’  34 100.0%   0   0.0% 34

zeigen ‘show’  0   0  0

TOTAL 84  81.6%  19 18.4% 103

We then used Bayesian parameter estimation to determine what our data tell us
about the degree to which each of the two kinds of completion is preferred over
the other, with a probability p of choosing an and (1-p) of choosing zu. Following
the calculations noted earlier, the likelihood density is plotted for each of the six
verbs (see Figure 3).

The sample sizes for three of the verbs are sufficient to give fairly narrow
peaks for the likelihoods, with the most likely values of p ranging from 0 (bringen
‘bring’) to 1 (verkaufen ‘sell’). Bringen ‘bring’ clearly prefers zu while both schicken
‘send’ and verkaufen ‘sell’ clearly prefer an. Although bringen ‘bring’ and
verkaufen ‘sell’ were only used with one of the two prepositions in our data, our
sample size is not large enough to rule out that the other preposition is possible
with these verbs. For geben ‘give’, the small sample size (3 cases) is not sufficient to
support any strong conclusion about p, and so the Bayesian procedure produces a
very broad L(p). Since reichen ‘hand’ and zeigen ‘show’ do not appear in the POC
at all, the data says nothing at all about p of an versus zu completion for these
verbs. The L(p) curve is flat, indicating that all possible p are still equally plausible
given our data.
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Figure 3. Likelihood density L of an preference probabilities p, for each verb

2.3 Discussion

In Study 1, we used a sentence completion task to investigate the structural pref-
erences of German native speakers for either the POC or the IOC with six
commonly used ditransitive verbs. Our first research question was whether par-
ticipants preferred to use the IOC for all verbs. Two of the verbs – zeigen ‘show’
and reichen ‘hand’ – were only used with the IOC and found to be highly IOC-
biased in the Bayesian analysis. This finding is in line with the literature (Dehé
2004: 87; Drenhaus 2004: 86; Meinunger 2006; Callies and Szczesniak 2008: 174;
Woods 2012: 13). Three other verbs – bringen ‘bring’, geben ‘give’, and verkaufen
‘sell’ – were used with both structures but showed an IOC bias. Interestingly, the
distribution of likelihood of use with IOC is significantly different across these
five IOC-biased verbs with verkaufen ‘sell’ showing the weakest bias and reichen
‘hand’ and zeigen ‘show’ showing the strongest biases. In contrast to the other
verbs, schicken ‘send’ showed a moderate bias for appearing in the POC. This con-
tradicts Wunderlich’s (2006: 35) observation that animate recipients trigger the
IOC and inanimate recipients trigger the POC in German, since the recipients in
our study were always animate. According to Wunderlich’s semantic analysis, the
indirect object in the IOC is associated more with a recipient, and in the POC
more with a goal. However, our data clearly show that even animate recipients can
prefer the POC, possibly depending on the verb. Had our study included inan-
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imate recipients, we might well have observed even stronger preferences for the
POC with the verbs under investigation here. Overall, our findings illustrate that
German contains at least one POC-biased verb and that, at least for certain verbs,
the POC occurs to a greater extent than previously thought. The verbs displaying
a relatively large proportion of POC uses merit further careful study in order to
understand what linguistic factors trigger the use of POC.

A second main goal was to investigate whether geben ‘give’ and reichen ‘hand’,
previously categorized in the literature as non-alternating IOC or only alternating
under certain conditions, would occur in the alternative structural variant (POC)
in actual production. The literature on the dative alternation with geben ‘give’
and reichen ‘hand’ is divided on this. Several authors claim that German does
not allow the dative alternation with core dative verbs such as geben ‘give’ (e.g.,
Sabel 2002: 231; Callies and Szczesniak 2008: 173; Rappaport Hovav and Levin
2008: 162). Others claim that the POC with geben ‘give’ is possible under the
following four conditions: (1) when the speaker wishes to strongly emphasize
the recipient, which is suggested to hold for reichen ‘hand’ as well (Liamkina
2008: 156), (2) when it is used in the sense of ‘donate’ – Der Professor gab seine
Bücher an die Bibliothek ‘The professor donated his books to the library’ (Dehé
2004: 87; Adler 2011:70), (3) when the semantics of the denoted activity imply dis-
tribution, payment, giving (in the sense of sending) an article to the newspaper,
etc. (Adler 2011: 70), and (4) when used in certain dialects of German – John gibt
das Glas zur Mama ‘John gives the glass to Mommy’ (Drenhaus 2004:86). For
reichen ‘hand’, Callies and Szczesniak (2008: 173) suggest that the POC is possible
only with particle variants of the verb, such as weiterreichen ‘pass on’ or überre-
ichen ‘hand over’ (e.g., Er reichte seinem Nachbarn ein Wörterbuch ‘He handed
his neighbor a dictionary’ (IOC) / Er reichte sein Wörterbuch an seinen Nach-
barn weiter ‘He passed a dictionary on to his neighbour’ (POC)). In our study
we found that the participants occasionally used the verb geben ‘give’ in the POC,
even though it was primarily used in the IOC. This is in line with Proost (2015: 2)
and De Vaere, De Cuypere, and Willems (2018: 15) who also found a small number
of uses of geben ‘give’ with an in the POC in the DeReKo corpus of written Ger-
man (less than 5% of total ditransitive uses of geben). These results, taken together,
show that geben is indeed used with the POC, though not frequently. Our study
did not include information about sentence context or dialect use of participants,
so it cannot shed light on what motivates the use of this structure. The verb
reichen ‘hand’ was not used in the POC in our study, but our Bayesian analysis
leaves open the possibility that it very sporadically does occur in production and
just did not arise in the productions of our participants.

Our final research question asked which preposition is used in the POC for
each verb. Here our results again support findings from previous literature in that
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bringen ‘bring’ is typically produced with zu, verkaufen ‘sell’ with an, and schicken
‘send’ with both prepositions. A new finding is that although schicken ’send’ was
used with both prepositions, we found a strong preference for an compared to
zu. This may be related to the design of our materials which all used animate
agents, animate recipients, and inanimate themes. We also found that geben ‘give’
was produced in the POC with both possible prepositions – twice with an (Der
Junge gibt ein Geschenk an das Mädl ‘The boy gives the present to the girl’, Der
Polizist gibt eine Nettigkeit an die alte Dame ‘The police officer gives something
nice to the old lady’) and once with zu (Das Mädchen gibt hoffentlich den Ball
zu dem Jungen ‘The girl will hopefully give the ball to the boy’). The latter case
is interesting given that some research states that the preposition zu is not pos-
sible with geben ‘give’ (Malchukov, Haspelmath, and Comrie 2010:49; De Vaere,
De Cuypere, and Willems 2018). Despite their small number, these POC comple-
tions for geben ‘give’ with different prepositions indicate that much still needs to
be learned about the circumstances that make speakers choose a POC with other
prepositions than the ones commonly considered acceptable.

In sum, the written production task used in this study provides further infor-
mation about the alternation behaviour of six commonly used ditransitive verbs
in the context of two animate arguments (agent and recipient) and one inanimate
argument (theme). However, since relatively few POCs were produced, we could
only draw limited conclusions about the possibilities for POC use. Further, we
were not able to control for definiteness and pronominal use, as the spontaneous
productions from the participants included both definite and indefinite articles
for both themes and recipients, as well as pronouns. In order to address these limi-
tations, and also to allow for a more detailed examination of the patterns for geben
‘give’ and reichen ‘hand’ given their limited coverage in the literature, we designed
an acceptability judgment task to elicit acceptability ratings for instances contain-
ing each of the six verbs occurring in the two structures (POC and IOC).

3. Study 2: Acceptability judgment task

To gain a complementary view of the structural preferences for the dative alterna-
tion in comprehension, we elicited acceptability judgments for the POC and the
IOC for the same six verbs of interest. Our first goal was to determine the accept-
ability of the IOC and the POC for each verb, including whether geben ‘give’ and
reichen ‘hand’ are restricted to the IOC or also allow the POC. We hypothesized
that the POC would receive lower ratings than the IOC, but would nonetheless be
rated as acceptable for all the verbs except zeigen ‘show’. Our second goal was to
determine the acceptability of an vs. zu in the POC for each verb. All of the items
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were controlled for effects of animacy, definiteness, sentence length and concrete-
ness of referents. The differences between Study 1 and Study 2 in design (single
measure vs. repeated measures) and item characteristics (inanimate theme vs. ani-
mate theme) mean that the studies are not directly comparable. Nonetheless, it
is informative to assess both production and comprehension of the dative alter-
nation. As we will show, changing the animacy of the theme in the second study
reveals verb-specific patterns that would otherwise have gone unnoticed.

3.1 Method

3.1.1 Participants
A total of 42 students and academic employees of the Technische Universität
Kaiserslautern participated in the study (mean age 23.7 years, SD 4.6). All partic-
ipants were native speakers of German, and none had begun learning a second
language before the age of 7. Participants were not compensated for their partici-
pation.

3.1.2 Design and materials
The six verbs from the previous study were also investigated in this study: bringen
‘bring’, geben ‘give’, reichen ‘hand’, schicken ‘send’, verkaufen ‘sell’, and zeigen ‘show’.
We created 18 experimental sentences – three for each verb – which were con-
trolled for animacy, definiteness and constituent complexity (see Appendix). All
three arguments in each sentence were animate, in contrast with Study 1 where
the theme was always inanimate.1 The theme was always realized as a definite
lexical NP comprising small animals (e.g., bird, turtle) or small humans (baby,
child), However, the agent and recipient were realized with proper names in half
of the sentences (e.g., Sarah zeigte Klaus den Welpen ‘Sarah showed Klaus the
puppy’), and as definite lexical NPs in the other half (e.g., Der Junge reichte dem
Mädchen den Fisch ‘The boy handed the girl the fish’). This was balanced across
verbs as follows. For three of the verbs (bringen ‘bring’, reichen ‘hand’, zeigen
‘show’), two sentences used proper names for the agent and recipient, while a
third sentence used definite lexical NPs. For the other three verbs (geben ‘give’,
schicken ‘send’, verkaufen ‘sell’), one sentence used proper names for the agent

1. The literature shows a preference for animate NPs to precede inanimate NPs in ditransitives
across many languages including German (Kempen and Harbusch 2004; Branigan, Pickering,
and Tanaka 2007). This is the typical order for IOCs in German. Thus, to avoid the possibility
that an inanimate theme would bias participants towards the IOC over the POC, we only used
animate arguments in the acceptability judgment task.
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and recipient, while the other two sentences used definite lexical NPs.2 None of
the arguments in this study were repeated across items.

Each sentence appeared in three conditions: IOC (e.g., Der Bauer verkaufte
der Dame die Ente ‘The farmer sold the lady the duck’), POC with an (Der Bauer
verkaufte die Ente an die Dame ‘The farmer sold the duck to the lady’), and POC
with zu (Der Bauer verkaufte die Ente zu der Dame ‘The farmer sold the duck to
the lady’). The experimental sentences were distributed across three lists accord-
ing to a Latin square design, such that each participant saw all 18 experimental
sentences but never saw the same sentence in more than one condition. On the
basis of the literature and the results of Study 1, we expected that participants
would judge 14 of the sentences as grammatical (all six with the IOC as well as
eight with the POC), and the remaining four as ungrammatical (viz. POCs with
atypical prepositions for the given verb).

The study also included 36 filler sentences comprising both intransitive and
transitive sentences with adjuncts. To attain a balance of 50% of the sentences
likely to be acceptable and 50% not, we designed 13 grammatical and 23 ungram-
matical filler sentences. The ungrammatical sentences included various morpho-
syntactic errors such as incorrect verbal agreement, prepositions, case agreement,
word order, and the like. The final questionnaire comprised a total of 54 sentences.
It began with two filler sentences, then one experimental sentence, then two more
filler sentences, then one experimental sentence, and so on. Sentences were pre-
sented in the same order for every participant.3

The repeated measures design of this study could have led to some priming
effects, unlike in Study 1 which collected only a single measure from each partici-
pant in order to avoid priming effects. We tried to limit possible priming in Study
2 by including two fillers between every experimental item, and by not having
participants read the sentences aloud (given that reading aloud or repeating stim-
uli is often used to enhance priming effects).

2. It is theoretically possible that our results could have been influenced by differences in fre-
quency of association between particular nouns and verbs in our items (e.g., McRae et al. 2005).
We did not control for such potential frequency differences in our items. However, we do not
expect that this had much if any effect since half of the agents and recipients were proper names
(which should have no frequency relationship with particular verbs), and since our themes are
frequent in general (e.g., princess, butterfly, frog) and are not obviously thematically associated
with any one of our verbs in particular.
3. An analysis of the effects of the order of presentation of the three sentences for a particular
verb did not yield any significant differences in ratings.
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3.1.3 Procedure
Participants completed the study online via KwikSurveys in a location of their
choice. They first completed a short background questionnaire in which they
specified their age, education status, native language, any dialects spoken, and age
of beginning to learn a second language. Then they completed the acceptability
judgment questionnaire, in which they were given the instructions in (3).

(3) In diesem Test werden Ihnen deutsche Sätze präsentiert, die Ihnen als deutscher
Muttersprachler mal grammatikalisch akzeptabel oder inakzeptabel erscheinen.
Ihre Aufgabe besteht darin, die Akzeptabilität dieser Sätze auf der Skala von 1
bis 5 zu bewerten.
‘In this test you will be presented with German sentences which will seem
either grammatically acceptable or grammatically unacceptable to you as a
German native speaker. Your task is to rate the acceptability of these sentences
on a scale of 1 to 5.’

The scale provided with the questions clarified that <1> signified ‘absolutely
acceptable’ while <5> signified ‘absolutely unacceptable’. The questionnaire began
with six practice items, for which no feedback was provided. Then the 54 test sen-
tences were shown. Participants saw only one sentence at a time on the screen,
and were able to move to the next item with no time pressure. They were
instructed to rate each sentence as quickly as possible, so that the decision would
be as natural and spontaneous as possible. They were not allowed to go back to a
previous item once their rating for it was made. The entire procedure took around
20 minutes. All ratings were anonymously stored in a KwikSurveys analysis file
and then extracted into SPSS.

3.1.4 Results
The mean acceptability ratings for each structure are shown in Figure 4. A one-
way repeated measures ANOVA comparing all 6 verbs used in the IOC revealed
no difference in ratings [F(5, 34)= 2.11, p =0.089]. As expected, these results indi-
cate that the IOC is fully acceptable for all verbs, with ratings of either 1 or 2
(M =1.33, SD =0.74).

One-way within-subject ANOVAs were conducted to compare the accept-
ability judgements for the three possible structures (IOC, POC with an, POC
with zu) for each verb separately (see Table 3). All six ANOVAs were significant,
indicating significant differences among the three conditions for each verb. We
therefore computed additional paired-samples t-tests to make pairwise compar-
isons between the means for each of the three structures, for each verb separately
(see Table 4). Note that Table 4 only shows significant differences in acceptability
between the different conditions, not whether a particular structure is acceptable
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or unacceptable per se. Taken together, the results from Figure 4 (mean ratings)
and Table 4 (significant differences between ratings) revealed that each verb
except zeigen ‘show’ (accepted only in the IOC) is acceptable in both the IOC and
the POC. Whether an or zu was preferred for the POC depended on the verb.

Figure 4. Mean acceptability ratings with error bars (95%) for each verb appearing in the
IOC, POC with an, or POC with zu. The scale ranges from 1 (absolutely acceptable) to 5
(absolutely not acceptable)

Table 3. One-way analysis of variance (ANOVA) comparing the acceptability judgments
across the three possible variants (IOC, POC with an, POC with zu) for each verb

Verb SS df MS F p

bringen ‘bring’ 211.62 2   105.98 126.42 .000

geben ‘give’  63.52 2    31.76  38.82 .000

reichen ‘hand’  45.00 1.74  25.80  18.30 .000

schicken ‘send’  32.46  1.66  19.57  13.99 .000

verkaufen ‘sell’ 236.07 2   118.03 192.07 .000

zeigen ‘show’ 256.11 2   128.06 205.36 .000

Assuming a rating of 3 as the cut off for acceptability (see Figure 4), the data show
that the verbs bringen ‘bring’ and verkaufen ‘sell’ were rated as acceptable in the
IOC and in only one POC variant (zu for bringen ‘bring’ and an for verkaufen
‘sell’). In contrast, geben ‘give’, reichen ‘hand’, and schicken ‘send’ were rated as
acceptable in the IOC and in both POC structures, although post hoc tests indi-
cated that an was significantly preferred over zu for geben ‘give’ and reichen ‘hand’,
and zu was significantly preferred over an for schicken ‘send’. Variability was also
somewhat higher for the less preferred POC variant for these three verbs, sug-
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Table 4. Pairwise comparisons (t-tests) of structures for each verb

Verb Structures compared t df p

bringen (bring) IOC vs. POC-an  14.30 40 .000

IOC vs. POC-zu   1.09 39 .284

POC-an vs. POC-zu −13.50 39 .000

geben (give) IOC vs. POC-an   4.30 39 .000

IOC vs. POC-zu   8.62 40 .000

POC-an vs. POC-zu   4.68 39 .000

reichen (hand) IOC vs. POC-an   2.13 40 .039

IOC vs. POC-zu   5.60 40 .000

POC-an vs. POC-zu   3.71 40 .001

schicken (send) IOC vs. POC-an   4.26 38 .000

IOC vs. POC-zu −0.42 38 .680

POC-an vs. POC-zu −4.14 40 .000

verkaufen (sell) IOC vs. POC-an −0.33 40 .743

IOC vs. POC-zu  15.90 39 .000

POC-an vs. POC-zu  16.13 39 .000

zeigen (show) IOC vs. POC-an  15.90 40 .000

IOC vs. POC-zu  17.10 40 .000

POC-an vs. POC-zu   0.16 40 .872

gesting a less consistent view of the acceptability of these structures across partic-
ipants. The lack of a significant difference in acceptability between the IOC and
the POC with zu for either bringen ‘bring’ or schicken ‘send’, or between the IOC
and the POC with an for verkaufen ‘sell’, suggests that the IOC and POC variants
are perceived as equally acceptable for these verbs. In contrast, the significant dif-
ference in acceptability between the IOC and the POC with an and zu for both
geben ‘give’ and reichen ‘hand’ suggests that these two verbs are perceived as most
acceptable in the IOC.

3.1.5 Discussion
In Study 2, we investigated the acceptability judgments of German native speakers
for the IOC, the POC with an, and the POC with zu for six commonly used
ditransitive verbs. All items had animate agents, recipients, and themes. Our first
goal was to determine whether the IOC and the POC were judged equally accept-
able or whether the IOC had higher ratings for each verb. All verbs were judged

The dative alternation in German 285



acceptable in the IOC, and all verbs except zeigen ‘show’ were judged acceptable
with at least one POC variant. For three of those verbs, the acceptability ratings
were not significantly different for the IOC and the preferred (i.e., an or zu) POC
variant (bringen ‘bring’, schicken ‘send’, verkaufen ‘sell’). For the other two verbs
(geben ‘give’, reichen ‘hand’), the acceptability ratings were significantly higher for
the IOC than for the preferred POC variant. These findings are in line with the
literature in that the IOC is fully acceptable for all of our verbs, and is the only
or most acceptable structure for three of them (e.g., Dehé 2004; Drenhaus 2004;
Meinunger 2006; Callies and Szczesniak 2008; Woods 2012). However, the find-
ings also show that the POC is more acceptable than previously thought, and that
it is equally acceptable as the IOC for three of our verbs.

Within this analysis, we focused particularly on patterns for geben ‘give’ and
reichen ‘hand’, in order to shed light on controversies in the literature about
whether these two verbs can occur with the POC. In line with our hypotheses,
we found that all three possible structures – IOC, POC with an, and POC with
zu – were judged acceptable for both verbs, although ratings for the IOC were
significantly higher than for both POC variants. Furthermore, ratings for the
POC with an were significantly higher than for the POC with zu. These results
contradict claims that German does not allow the dative alternation with core
dative verbs such as geben ‘give’ at all (e.g., Sabel 2002: 231; Callies and Szczesniak
2008: 173; Rappaport Hovav and Levin 2008: 162). They also speak against find-
ings from Rappaport Hovav and Levin (2008: 162) who suggest that the zu variant
of the POC does not occur with give-type verbs, and findings from De Vaere, De
Cuypere, and Willems (2018: 2) who claim that the POC with zu is not appro-
priate to express transfer with geben ‘give’. However, our results are consistent
with those of Adler (2011:71–77) who claims that while geben ‘give’ occurs rarely
in the POC with zu, it can appear in certain contexts associated with custody
of the recipient (e.g., Er gab das Kind zu seinen Eltern ‘He gave the child to his
parents’ – animate theme; Er gab das Buch, ein unersetztbarer Familienschatz, zu
seinen Eltern ‘He gave the book, which is an irreplaceable family treasure, to his
parents’ – inanimate theme). It could well be that the acceptability ratings for
geben ‘give’ and reichen ‘hand’ in the POC with zu (with means of 2.95 and 2.68
respectively) were triggered by the fact that we included only animate constituents
in the study, resembling the examples in Adler (2011).

The second research question focused on whether an or zu was preferred
in the POC for each verb. We found that an was preferred with geben ‘give’,
reichen ‘hand’, and verkaufen ‘sell’, while zu was preferred with bringen ‘bring’ and
schicken ‘send’. The preposition an was also found acceptable for schicken ‘send’
but with a significantly lower rating, and the same held for zu with geben ‘give’ and
reichen ‘hand’. These results are in line with the literature apart from the findings
regarding zu for geben ‘give’ discussed in the previous paragraph.
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4. General discussion

In this chapter, we aimed to investigate verb biases and metalinguistic accept-
ability judgments for the POC vs. the IOC in native speakers of German across
six commonly used ditransitive verbs: bringen ‘bring’, geben ‘give’, reichen ‘hand’,
schicken ‘send’, verkaufen ‘sell’, and zeigen ‘show’. Most of the previous literature
on ditransitive structures in German has focused on the use of canonical vs. non-
canonical word order in the IOC, as the IOC is taken to be the default structure
in German. It is also largely concerned with qualitative rather than quantitative
comparisons, and has primarily focused on whether the two structures have sim-
ilar or different semantic interpretations (monosemy vs. polysemy views). It has
paid little attention to the POC, or to the lexical preferences of individual verbs
for which preposition (an or zu) is used in the POC. Further, there is considerable
controversy in the literature concerning whether the verbs geben ‘give’ and reichen
‘hand’ allow the POC at all, and/or whether the POC with these verbs may be
allowed under certain pragmatic, or semantic conditions, or with particle verbs,
or in certain dialects of German.

The two studies reported in the present chapter were designed to fill some of
these gaps in the literature on the dative alternation in German. The first study,
a sentence completion task, asked participants to use the verbs above to describe
pictures of events with animate agents and recipients and inanimate themes.
The second study, an acceptability judgment task, asked participants to rate the
acceptability of sentences containing the verbs above in which all three arguments
were animate. These two studies aimed to increase our understanding of speakers’
syntactic choices regarding the dative alternation, depending on the verb and the
context in which these occur.

The results from the two studies confirmed the well-established finding in the
literature that German ditransitives are largely biased towards the IOC, and that
some verbs, including zeigen ‘show’, are even restricted to the IOC (e.g., Dehé
2004; Drenhaus 2004; Meinunger 2006; Callies and Szczesniak 2008; Woods
2012). However, our studies also show that the POC is not as uncommon as one
might assume from the literature. Participants frequently produced a POC in
the sentence completion study (20% of ditransitive responses), and accepted the
POC as equally acceptable to the IOC for three of our six verbs (bringen ‘bring’,
verkaufen ‘sell’, schicken ‘send’). These results contradict Wunderlich’s (2006: 35)
observation that animate recipients trigger the IOC and inanimate recipients trig-
ger the POC in German, since all recipients in both our studies were animate.
Finally, we found that the likelihood of producing a POC differs in magnitude
across the verbs we analyzed, with a relatively low likelihood for geben ‘give’ and
bringen ‘bring’, but a much higher likelihood for verkaufen ‘sell’ and schicken
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‘send’. The present study is the first to show this spread of structural preferences
for the POC vs. the IOC across verbs in German.

A salient question in the literature has focused on the verbs geben ‘give’ and
reichen ‘hand’, with some researchers claiming that these verbs are ungrammatical
in the POC (e.g., Sabel 2002; Callies and Szczesniak 2008; Rappaport Hovav and
Levin 2008) and others claiming that they are grammatical but constrained to par-
ticular discourse contexts or dialects (e.g., Dehé 2004; Drenhaus 2004; Liamkina
2008; Adler 2011; Proost 2015; De Vaere, De Cuypere, and Willems 2018). Our
results suggest that the POC is indeed grammatical for these verbs, even in situa-
tions where the discourse context is relatively neutral. Consistent with other stud-
ies, we found that POC productions with geben ‘give’ and reichen ‘hand’ were rare
in our sentence completion task – only 3% of productions with geben ‘give’ and no
productions with reichen ‘hand’. However, participants in the acceptability judg-
ment study fully accepted the POC structure for these verbs, albeit with signifi-
cantly lower ratings than for the IOC, in situations where there was no preceding
context of the sort discussed in the literature as prerequisite for the use of the POC
(i.e., emphasis on the recipient, in certain semantic senses of the action, when par-
ticles are added to the verb which results in a different meaning of the verb; cf.
Dehé 2004; Callies and Szczesniak 2008; Liamkina 2008; Adler 2011). Our find-
ings from sentence completion and acceptability judgment tasks thus extend the
findings in the literature based on intuition, elicitation, and corpus analysis, and
illustrate the importance of considering data from a variety of tasks.

We also analyzed the use of the two prepositions an and zu for the POC across
both the sentence completion and grammaticality judgment tasks. In line with
Wegener’s (1985) analysis of prepositions used in ditransitive structures, we found
more use of an than zu across the verbs that allowed the POC taken together.
However, we found that the verbs exhibited individual preferences. The verbs
geben ‘give’, reichen ‘hand’ and verkaufen ‘sell’ showed a preference for an across
both tasks, while bringen ‘bring’ showed a preference for zu across both tasks, and
schicken ‘send’ showed different preferences across the tasks: an for the sentence
completion task and zu for the grammaticality judgment task. Further, results for
both bringen ‘bring’ and verkaufen ‘sell’ showed no evidence that the alternative
preposition was acceptable at all (though the Bayesian analysis left open the possi-
bility that it might be used in the general population), while results for both geben
‘give’ and reichen ‘hand’ showed that the alternative preposition was fully accept-
able albeit less preferred. Our results do not support claims in the literature that
the POC with zu is not possible with geben ‘give’ (Rappaport Hovav and Levin
2008), but are consistent with claims that this can occur in restricted seman-
tic contexts (Adler 2011; De Vaere, De Cuypere, and Willems 2018). Some litera-
ture has investigated the slight semantic differences that an vs. zu can trigger in
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the interpretation of individual verbs. For example, although geben ‘give’ is most
commonly used with an, zu can be used to express a custody relationship (Adler
2011: 71–77). Since our study did not investigate such semantic differences, we can
shed no light on this discussion.

A particularly interesting finding is the difference in preference for an vs. zu
for the verb schicken ‘send’, depending on the task. We suspect that this must have
come at least partially from the difference in animacy of the theme across the two
studies. According to Adler (2011), the preposition an implies an addressee mean-
ing in that the theme is moved by someone to the goal, whereas zu entails a direc-
tional meaning in that the theme moves by itself to the goal. This entails that for
an, the theme must be inanimate in order to be moved, which was indeed the
case in our sentence completion task. Similarly, for zu, the theme must be ani-
mate in order to move itself, which was also the case in our acceptability judgment
task. Although our items in the latter task did not explicitly convey that the theme
moved by itself, it is of course possible that participants interpreted some items
in that way (Der Zauberer schickte den Frosch zu der Meerjung frau ‘The magi-
cian sent the frog to the mermaid’, Der Prinz schickte die Katze zu der Prinzessin
‘The prince sent the cat to the princess’, Kirsten schickte den Schmetterling zu Horst
‘Kirsten sent the butterfly to Horst’). In contrast to Adler (2011), Proost (2015: 19)
and De Vaere, De Cuypere, and Willems (2018: 2) state that schicken ‘send’ can be
used with both an and zu to entail the meaning of transfer to a recipient, and do
not distinguish between change of location and change of possession like Adler
does. It would be interesting to test the competing claims of Adler (2011) vs. De
Vaere, De Cuypere, and Willems (2018) and Proost (2015) more extensively in an
acceptability judgment task with more items that are explicitly manipulated for
the relevant factors.

Finally, our results highlight the value of considering different types and
modalities of data in analyzing structural preferences, consistent with previous
findings from Kempen and Harbush (2005) and from Bresnan and Nikitina
(2008). As these authors have noted, each type of data reveals a different part
of the full picture, so focusing on only one or the other might lead to a more
restricted view of structural preferences than is warranted. For example, certain
structures may appear rarely in production tasks due to structural bias or fre-
quency effects, although those same structures are classified as fully acceptable on
receptive tasks (see Gries 2005).

Two results from our studies were particularly enlightening in illustrating
the need for multiple approaches. First, the POC was rare (geben ‘give’, bringen
‘bring’) or absent (reichen ‘hand’) for three of the verbs in the sentence com-
pletion task, but rated as fully acceptable in the grammaticality judgment task.
For the other three verbs, the level of production and acceptance for the POC
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structure was similar across the two tasks: frequently used and fully accepted for
verkaufen ‘sell’ and schicken ‘send’ vs. never produced and rated as ungrammat-
ical for zeigen ‘show’. Second, we found diverging preferences for the two possi-
ble prepositions in the POC structure for schicken ‘send’ across the two studies:
an was preferred in the sentence completion task while zu was preferred in the
acceptability judgment task. Looking at either the productive or receptive task
alone would have yielded an incomplete understanding of the structural prefer-
ences for these verbs.

Similar cross-task effects have been shown previously for the German ditran-
sitive by Kempen and Harbush (2005) in their assessment of preferences for linear
ordering of the IOC (i.e., recipient-theme vs. theme-recipient order) in various
conditions. They found that several structures that were never or rarely produced
in their own production tasks were nonetheless judged as fully grammatical in a
grammaticality judgment task conducted by Keller (2000), suggesting that met-
alinguistic judgements indicate a greater freedom of word order than production
data do. Kempen and Harbusch (2005) hypothesized that there is a critical value
or ‘production threshold’ on grammaticality rating scales, such that structures
rated well above the threshold usually occur in corpora with moderate to high fre-
quencies, while structures rated slightly above or below the threshold hardly ever
occur in production (structures with very low values typically appear only as pro-
duction errors). This is consistent with our results to some degree. If we take the
critical value on our scale as 3 (halfway between the endpoints 1 and 5), then the
values for the POC with zu for both geben ‘give’ (2.98) and reichen ‘hand’ (2.69)
are just below the threshold, and these structures appeared rarely or not at all in
our production task. Further, the structures that were rated well below the crit-
ical value on our acceptability judgment task never appeared in our production
task, and all but one of the structures that were rated well above the critical value
were used frequently in our production task. However, there are also some excep-
tions. First, the value for schicken ‘send’ in the POC with an (2.57) is just below the
threshold on the receptive task, but this structure was produced very frequently in
our sentence completion task. Second, geben ‘give’ occurred in the POC with an
in only 2% of the ditransitive sentence completion responses but its score on the
acceptability judgment task was well above the threshold (1.93). Thus, we suggest
that further research is necessary to fully understand the relationship between
structural preferences on production vs. reception tasks. The role of different con-
textual factors including animacy is likely to be relevant here.
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5. Conclusion

This chapter has reported on two empirical investigations of structural verb bias
effects across six commonly used ditransitive verbs in German. Our findings sup-
port the literature in showing that the IOC is produced and accepted for all the
verbs under study. More importantly, our findings extend the literature in show-
ing that the POC is judged fully acceptable for five of the six verbs including geben
‘give’ and reichen ‘hand’, which have often been categorized in the literature as
non-alternating. We further show that the five verbs that allow the POC differ
substantially in their degree of preference for either the IOC or the POC, and
that one of these five verbs (schicken ‘send’) was biased towards the POC in the
sentence completion task. The verbs also differ in their preference for preposi-
tion use in the POC: three verbs preferred the preposition an, one preferred zu,
and one allowed both. Using two different modalities for the empirical studies
(sentence completion and grammaticality judgment) was essential for obtaining a
broader understanding of the structural preferences that one method would not
have provided on its own. In particular, one verb (reichen ‘hand’) was not pro-
duced with the POC but was judged fully acceptable with that structure, and one
verb (schicken ‘send’) was used preferentially with an in the sentence completion
task but was preferred with zu in the grammaticality judgment task. Such tasks
requiring different skills – e.g., production vs. reception – are helpful in that each
may reveal patterns that are hidden in other domains. Overall, we conclude from
these two studies that POCs are an essential part of the German language and
merit more detailed investigation.
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Appendix

Sentence completion study

Verb Agent Theme Recipient

geben ‘give’ der Polizist die Blume ‘the flower’ die Frau ‘the woman’

‘the police officer’

das Mädchen ‘the girl’ der
Opa

der Ball ‘the ball’ der Junge ‘the boy’

‘the grandfather’ das Geschenk ‘the
present’

das Kind ‘the child’

der Junge ‘the boy’ das Geschenk ‘the
present’

das Mädchen ‘the girl’

bringen
‘bring’

die Katze ‘the cat’ die Hausschuhe ‘the
slippers’

der Besitzer ‘the owner’

der Hase ‘the rabbit’ der Korb ‘the basket’ die Oma ‘the grandmother’

die Krankenschwester ‘the
nurse’

die Medizin ‘the
medicine’

die Patientin ‘the patient’

das Mädchen ‘the girl’ der Ball ‘the ball’ der Junge ‘the boy’

reichen
‘hand’

das Mädchen ‘the girl’ der Ball ‘the ball’ der Junge ‘the boy’

der Junge ‘the boy’ der Luftballon ‘the
balloon’

die Frau ‘the woman’

die Frau ‘the woman’ der Lollipop ‘the lollipop’ der Junge ‘the boy’

der Postbote ‘the postman’ der Brief ‘the letter’ der Mann ‘the man’

schicken
‘send’

das Mädchen ‘the girl’ der Brief ‘the letter’ die Oma ‘the grandmother’

das Mädchen ‘the girl’ der Brief ‘the letter’ der Weihnachtsmann ‘Santa
Claus’

das Mädchen ‘the girl’ die Blumen ‘the flowers’ die Oma ‘the grandmother’

verkaufen
‘sell’

die Frau ‘the woman’ der Teddybär ‘the teddy
bear’

der Junge ‘the boy’

die Frau ‘the woman’ die Blume ‘the flower’ der Mann ‘the man’

der Clown ‘the clown’ der Luftballon ‘the
balloon’

das Mädchen ‘the girl’

der Mann ‘the man’ das Buch ‘the book’ die Frau ‘the woman’

zeigen ‘show’ der Clown ‘the clown’ der Luftballon ‘the
balloon’

der Junge ‘the boy’

der Lehrer ‘the teacher’ die Karte ‘the map’ die Schüler ‘the pupils’
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Verb Agent Theme Recipient

das Mädchen ‘the girl’ der Ball ‘the ball’ der Junge ‘the boy’

der Junge ‘the boy’ das Geschenk ‘the
present’

das Mädchen ‘the girl’

Acceptability judgement study

Item Verb DO/
PO

German English

1. 1 geben DO Der König gab der Königin das
Baby.

The king gave the queen the baby.

2 geben PO – an Der König gab das Baby an die
Königin.

The king gave the baby to the
queen.

3 geben PO – zu Der König gab das Baby zu der
Königin.

The king gave the baby to the
queen.

2 1 geben DO Petra gab Hans die Maus. Petra gave Hans the mouse.

2 geben PO – an Petra gab die Maus an Hans. Petra gave the mouse to Hans.

3 geben PO – zu Petra gab die Maus zu Hans. Petra gave the mouse to Hans.

3 1 geben DO Der Ritter gab der Frau das Kind. The knight gave the woman the
child.

2 geben PO – an Der Ritter gab das Kind an die Frau. The knight gave the child to the
woman.

3 geben PO – zu Der Ritter gab das Kind zu der Frau. The knight gave the child to the
woman.

4 1 bringen DO Klara brachte Lars den Hasen. Klara brought Lars the rabbit.

2 bringen PO – an Klara brachte den Hasen an Lars. Klara brought the rabbit to Lars.

3 bringen PO – zu Klara brachte den Hasen zu Lars. Klara brought the rabbit to Lars.

5 1 bringen DO Opa brachte der Oma den Papagei. Grandfather brought the
grandmother the parrot.

2 bringen PO – an Opa brachte den Papagei an die
Oma.

Grandfather brought the parrot to
the grandmother.

3 bringen PO – zu Opa brachte den Papagei zu der
Oma.

Grandfather brought the parrot to
the grandmother.

6 1 bringen DO Stefan brachte Sabine das
Eichhörnchen.

Stefan brought Sabine the squirrel.

2 bringen PO – an Stefan brachte das Eichhörnchen an
Sabine.

Stefan brought the squirrel to
Sabine.

3 bringen PO – zu Stefan brachte das Eichhörnchen zu
Sabine.

Stefan brought the squirrel to
Sabine.

296 Alina Kholodova and Shanley Allen



Item Verb DO/
PO

German English

7. 1 reichen DO Der Junge reichte dem Mädchen den
Fisch.

The boy handed the girl the fish.

2 reichen PO – an Der Junge reichte den Fisch an das
Mädchen.

The boy handed the fish to the girl.

3 reichen PO – zu Der Junge reichte den Fisch zu dem
Mädchen.

The boy handed the fish to the girl.

8 1 reichen DO Anika reichte Christian die
Schildkröte.

Anika handed Christian the turtle.

2 reichen PO – an Anika reichte die Schildkröte an
Christian.

Anika handed the turtle to
Christian.

3 reichen PO – zu Anika reichte die Schildkröte zu
Christian.

Anika handed the turtle to
Christian.

9 1 reichen DO Vanessa reichte Werner den
Marienkäfer.

Vanessa handed Werner the
ladybeetle.

2 reichen PO – an Vanessa reichte den Marienkäfer an
Werner.

Vanessa handed the ladybeetle to
Werner.

3 reichen PO – zu Vanessa reichte den Marienkäfer zu
Werner.

Vanessa handed the ladybeetle to
Werner.

10 1 schicken DO Der Prinz schickte der Prinzessin
die Katze.

The prince sent the princess the
cat.

2 schicken PO – an Der Prinz schickte die Katze an die
Prinzessin.

The prince sent the cat to the
princess.

3 schicken PO – zu Der Prinz schickte die Katze zu der
Prinzessin.

The prince sent the cat to the
princess.

11 1 schicken DO Kirsten schickte Horst den
Schmetterling.

Kirsten sent Horst the butterfly.

2 schicken PO – an Kirsten schickte den Schmetterling
an Horst.

Kirsten sent the butterfly to Horst.

3 schicken PO – zu Kirsten schickte den Schmetterling
zu Horst.

Kirsten sent the butterfly to Horst.

12 1 schicken DO Der Zauberer schickte der
Meerjungfrau den Frosch.

The magician sent the mermaid
the frog.

2 schicken PO – an Der Zauberer schickte den Frosch
an die Meerjungfrau.

The magician sent the frog to the
mermaid.

3 schicken PO – zu Der Zauberer schickte den Frosch
zu der Meerjungfrau.

The magician sent the frog to the
mermaid.

13 1 zeigen DO Sarah zeigte Klaus den Welpen. Sarah showed Klaus the puppy.

2 zeigen PO – an Sarah zeigte den Welpen an Klaus. Sarah showed the puppy to Klaus.
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Item Verb DO/
PO

German English

3 zeigen PO – zu Sarah zeigte den Welpen zu Klaus. Sarah showed the puppy to Klaus.

14 1 zeigen DO Die Lehrerin zeigte dem Schüler den
Vogel.

The teacher showed the pupil the
bird.

2 zeigen PO – an Die Lehrerin zeigte den Vogel an
den Schüler.

The teacher showed the bird to the
pupil.

3 zeigen PO – zu Die Lehrerin zeigte den Vogel zu
dem Schüler.

The teacher showed the bird to the
pupil.

15 1 zeigen DO Thomas zeigte Corinna das Pony. Thomas showed Corinna the
pony.

2 zeigen PO – an Thomas zeigte das Pony an Corinna. Thomas showed the pony to
Corinna.

3 zeigen PO – zu Thomas zeigte das Pony zu Corinna. Thomas showed the pony to
Corinna.

16 1 verkaufen DO Der Bauer verkaufte der Dame die
Ente.

The farmer sold the lady the duck.

2 verkaufen PO – an Der Bauer verkaufte die Ente an die
Dame.

The farmer sold the duck to the
lady.

3 verkaufen PO – zu Der Bauer verkaufte die Ente zu der
Dame.

The farmer sold the duck to the
lady.

17 1 verkaufen DO Die Hexe verkaufte dem Zwerg die
Fledermaus.

The witch sold the dwarf the bat.

2 verkaufen PO – an Die Hexe verkaufte die Fledermaus
an den Zwerg.

The witch sold the bat to the
dwarf.

3 verkaufen PO – zu Die Hexe verkaufte die Fledermaus
zu dem Zwerg.

The witch sold the bat to the
dwarf.

18 1 verkaufen DO Gisela verkaufte Michael das Küken. Gisela sold Michael the chick.

2 verkaufen PO – an Gisela verkaufte das Küken an
Michael.

Gisela sold the chick to Michael.

3 verkaufen PO – zu Gisela verkaufte das Küken zu
Michael.

Gisela sold the chick to Michael.
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Ditransitives in Faroese
The distribution of IO/DO and PP

Cherlon Ussery and Hjalmar P. Petersen

This paper examines the acceptability of the double object and preposi-
tional frames for ditransitives in Faroese. We build on previous literature
which has discussed various factors which may influence speakers’ use of
one frame over the other. We report the findings of a judgment study in
which we examined the degree to which semantic properties of verbs and
length of the indirect object affect speakers’ acceptability of each frame. Our
findings suggest that verbal semantics affect the acceptability of the preposi-
tional construction, but not the double object construction. Our findings,
however, do not directly support a heavy-late effect, unlike what has been
reported in previous literature on Faroese (most notably by Fiebig 2012).

Keywords: Faroese, ditransitives, verbal semantics, drift

1. Introduction

This paper examines ditransitives in Faroese and attempts to gauge the acceptabil-
ity of double object constructions such as (1) versus the acceptability of preposi-
tional constructions such as (1) by means of a judgment task.

(1) a. Double Object (IO/DO) Construction
at
to

geva
give

fiskimonnum
fishermen.dat

skattalætta
tax-relief.acc

‘to give fishermen a tax relief ’
b. Prepositional (PP) Construction

at
to

geva
give

skattalætta
tax-relief.acc

til
to

fiskimenn
fishermen.acc

‘to give a tax relief to fishermen’

The examples in (1) form part of the title of Fiebig’s (2012) thesis, which reports
the findings of corpus research on the distribution of these two patterns in
Faroese. As documented in Fiebig’s (2012) work and other research, e.g. Malmsten
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(2015), the double object construction is widespread, but there is no common
agreement on the extent of use of the prepositional construction in Faroese. For
example, Thráinsson et al. (2004, 2012) report that the prepositional frame is
marginally acceptable to ungrammatical with verbs that have certain semantic
properties, such as a ‘giving’ interpretation. Other work reports that the preposi-
tional frame is acceptable with ‘giving’ verbs, with the choice between the patterns
depending on a variety of factors (Henriksen 2000; Petersen 2010; Fiebig 2012;
see also Kholodova and Allen, this volume, on a similar discussion for Modern
German). However, most research so far (except Petersen 2010) has either been
based on insufficient empirical evidence or has focused on corpus data. We build
on and add to previous research by taking a different methodological approach.
We report the findings of a judgment survey conducted in December 2017 at the
University of the Faroe Islands. On the basis of these results, we aim to provide a
description of the distribution of each frame and discuss the theoretical implica-
tions of our findings. It should, however, be noted that the study was restricted to
speakers between 18 and 25 years, meaning that our conclusions may not be gen-
eralisable beyond this age group.

Given the discussion in previous work regarding the factors that might con-
dition the use of one frame over the other, we tested the acceptability of double
object and prepositional constructions across a variety of semantic categories and
with indirect objects of varying phrasal length. This paper reports four main find-
ings. First, speakers rate the double object construction as more acceptable than
the prepositional construction across the board. The difference between the mean
rating for the double object construction and the prepositional construction is
statistically significant (p <.01) within each of the five semantic categories tested –
benefactive, communication, giving, future possession, and sending. Even though
our overall findings suggest that speakers prefer the double object construction,
the prepositional construction is still rated as acceptable. In fact, no speakers com-
pletely rejected the prepositional construction, which means that no informant
gave all PP examples a consistent score of 5 (which was totally ungrammatical).
Our findings are, thus, consistent with Henriksen (2000) and Petersen (2010),
who also report that PPs are found in younger speakers’ speech.

Second, our findings suggest that verbal semantics affect the acceptability of
the prepositional construction. We show that ‘sending’ verbs are generally rated
more acceptable with the PP frame and that the difference between the average
PP-rating for sending verbs versus verbs of communication, giving, and future
possession is significant (p <.01). This finding is intriguing because it relates to
debates in the literature about the degree to which either the syntactic structure
or verbal semantics interacts with interpretation. According to the Alternative
Projection approach (found in Collins and Thráinsson 1996; Harley 2002; Beck
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and Johnson 2004; Bruening 2010a, 2010b; Harley and Jung 2015; Bruening 2018,
among others), the double object construction has a caused possession interpre-
tation and the prepositional construction has a caused motion interpretation. The
Verb Sensitive approach (Rappaport Hovav and Levin 2008) also argues that the
double object frame maps to possession. However, on this account the PP frame
encodes either a caused motion or caused possession interpretation, depending
on the verb. The fact that PP constructions with verbs of sending, i.e. a verb class
that is clearly associated with motion, are generally rated somewhat better than
PP constructions with other verbs, corroborates that verbal semantics is a relevant
factor with this frame. At the same time, we do not find evidence which suggests
that verbal semantics affects the acceptability of the double object construction.
Taken together, our findings indicate that the properties of individual verbs mat-
ter more for the PP frame than for the double object frame, which is in line with
the Verb Sensitive approach.

The third finding relates to phonological heaviness. In the discussion of her
corpus examination of written Faroese, Fiebig (2012) states that there is a heavy-
late effect. Fiebig (2012) illustrates that heavier NP objects of the preposition are
more prevalent than lighter prepositional objects. However, our findings do not
directly support a heavy-late effect. Prepositional phrases with heavy NPs are not
rated significantly better than shorter (non-pronominal) NPs in any semantic cat-
egory. Nonetheless, we do find that speakers generally dislike a heavy indirect
object in the double object construction. For every semantic category except com-
munication, speakers gave double object constructions with heavy indirect objects
a statistically significant lower acceptability score than constructions with shorter
NPs or with pronominals. Further, we find that speakers disprefer pronouns with
the PP construction. Within each semantic category, double objects with pronom-
inal indirect objects are rated significantly higher than prepositional constructions
with pronouns. Yet, the latter kind of construction is not rejected completely,
which is in accord with Petersen’s (2010) finding that pronouns are used with the
PP construction. While our findings do not provide positive support for a heavy-
late effect, they do demonstrate that speakers have a dispreference for a heavy
phrase in a sentence-medial position and a dispreference for a phonologically light
item in a sentence-final position (cf. also Dubois, this volume, whose investigation
of the effect of different measures of ‘complexity’ on the choice between nominal
and prepositional patterns in Dutch and English yields similarly mixed results).

Taken together, these results suggest that while the prepositional construction
is present in Faroese, its availability is restricted in various ways. This is particu-
larly interesting when comparing Faroese with both the other Insular Scandina-
vian language Icelandic and with the mainland Scandinavian language Danish.
In the syntactic literature, Icelandic is often discussed alongside Faroese because
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the two languages share many properties. However, as the Faroe Islands remain
a Danish territory, there continues to be sustained contact between Danish and
Faroese, as discussed in detail in Petersen (2010). With respect to ditransitives,
Faroese can be placed between Icelandic and Danish. Icelandic has retained rich
case morphology and has restrictions on the availability of the PP frame based
on both case pattern and semantic interpretation. Danish, on the other hand,
does not have case (except on pronouns) and fairly freely allows the preposi-
tional frame (Hansen and Heltoft 2011: 1315; also Nielsen and Heltoft, this vol-
ume). While no longer as robust as in Icelandic, case morphology remains present
in Faroese. Even though the restrictions on the PP construction are not as rigid
as in Icelandic, the construction is not as freely available in Faroese as it is in the
relatively case-less Danish – and the relatively case-less English, which is increas-
ingly being spoken in the Faroe Islands.

Faroese also diverges from Icelandic and Danish with respect to benefactives
(e.g. bakaði Fríðu eina køku ‘baked Frida.dat a cake.acc’), and this brings us to
our fourth main finding. Within the prepositional frame, benefactives received
the highest acceptability rating when compared with every other category, and
the second highest rating for the double object frame. As discussed in Section 4,
the findings are mixed with respect to statistical significance when compared to
every other category, but the overall pattern supports previous work which has
noted the prevalence of double object benefactives in Faroese as compared to Ice-
landic (Holmberg and Platzack 1995 and Thráinsson 2007:230) and as compared
to Danish (Hansen and Heltoft 2011: 1313–1314; also see Nielsen and Heltoft, this
volume, who specifically address the heavily restricted use of benefactive “free”
indirect objects in present-day Danish).

The rest of the paper is organized as follows. Section 2 provides background
context on ditransitives in Insular Scandinavian. Section 3 discusses previous
research and observations that have been made about the double object and the
prepositional frames in Faroese. In Section 4 we present the findings of our study
in more detail, i.e. we will elaborate on the four major findings outlined above.
Section 5 concludes the chapter with a brief summary of the main results of the
empirical investigation.

2. Ditransitives in insular Scandinavian

Faroese is usually classified together with Icelandic as an Insular Scandinavian lan-
guage, in contrast to the Mainland Scandinavian languages Danish, Norwegian
and Swedish. Considering the comparatively limited research tradition on the
Faroese language, this section contextualises ditransitives in Faroese by comparing
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their features to their correspondents in both Icelandic as well as Mainland Scan-
dinavian.

Among the syntactic features that Insular Scandinavian languages share in con-
trast to Mainland Scandinavian is that the former reportedly do not allow the prepo-
sitional complement with verbs of the geva-‘give’ class (Holmberg and Platzack
1995: 12). However, while this observation holds in Icelandic (Thráinsson 2007), the
situation in Faroese is more complex, as we outlined in the introduction.1

In Icelandic, there is variation in the case patterns available for the double
object frame of ditransitive verbs. While the subject is always nominative, the
direct and indirect objects appear in various combinations of dative, accusative,
and genitive case – with the dative indirect object followed by an accusative direct
object being the predominant pattern. The range of case patterns is illustrated
below. According to Jónsson (2000), the distribution of each pattern is the follow-
ing, with the numbers in parentheses indicating the approximate total number
of verb types attested in the patterns: NDA (>220); NAD (37); NDD (29); NDG
(28); NAG (21).2

(2) a. NDAÉg
I.nom

sagði
told

þér
you.dat

söguna.
the story.acc

‘I told you the story.’
b. NADÞeir

they.nom
leyndu
concealed

Ólaf
Olaf.acc

sannleikanum.
the truth.dat

‘They concealed the truth from Olaf.’
c. NDDÓlafur

Olaf
lofaði
promised

Maríu
Mary.dat

þessum
this

hring.
ring.dat

‘Olaf promised Mary this ring.
d. NDGMaría

Maria.nom
óskaði
wished

Ólafi
Olaf.dat

alls
everything

góðs.
good.gen

‘Mary wished Olaf everything good.’
e. NAGJón

Jon.nom
bað
asked

mig
me.acc

bænar.
a favor.gen

(Zaenen et al. 1985, ex 37)‘John asked me a favor.’

Only verbs that have the NDA or NDD case pattern allow for the prepositional
frame with til ‘to’, and even then, it is generally restricted to verbs that express

1. There is a caveat regarding Icelandic. The prepositional construction is more acceptable
when the recipient is interpreted as an institution as opposed to an individual. (Höskuldur
Þráinsson, p.c.)
2. See the appendix in Jónsson (2000) for a complete list of ditransitive verbs that these cate-
gories comprise. This list is based on verbs listed in dictionaries and handbooks of both Mod-
ern and Old Icelandic.
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physical motion of the direct object, as shown by the contrast between (3) and (4)
and between (5) and (6).

(3) a. Haraldur
Harold.nom

sendi
sent

mér
me.dat

ost.
cheese.acc

‘Harold sent me (some) cheese.’
b. Haraldur

Harold.nom
sendi
sent

ost
cheese.acc

til
to

mín.
me.gen

‘Harold sent (some) cheese to me.’

(4) a. María
Mary.nom

gaf
gave

Haraldi
Harold.dat

bókina.
the book.acc

‘Mary gave Harold the book.’
b. (Thráinsson 2007: 173–174)*María

Mary.nom
gaf
gave

bókina
the book.acc

til
to

Haraldar.
Harold.gen

‘Mary gave the book to Harold.’

(5) a. Hún
she.nom

skilaði
returned

mér
me.dat

bókinni.
the book.dat

‘She returned the book to me.’
b. Hún

she.nom
skilaði
returned

bókinni
the book.dat

til
to

mín.
me.gen

‘She returned the book to me.’

(6) a. Ég
I.nom

lofaði
promised

henni
her.dat

því.
it.dat

‘I promised her it.’
b. (Thráinsson 2007: 177–178)*Ég

I.nom
lofaði
promised

því
it

til
to

hennar.
her.gen

‘I promised it to her.’

Much more research is needed, but given that the PP frame seems to predomi-
nantly encode motion, Icelandic fits with theoretical approaches that argue for a
frame-to-meaning correspondence, such as the Alternative Projection approach
discussed in the introduction (though we would need to confirm that the double
object construction encodes caused possession).3 Even though Faroese does not
display the same restrictions as Icelandic, the double object construction is still
preferred to the prepositional construction.

Despite case morphology being less robust than in Icelandic, Faroese has
three productive cases – nominative, accusative, and dative. There are relics of

3. For additional discussions of case in Icelandic, see Barðdal 2001, Maling 2002, Barðdal
2008, Ussery 2017/2018.
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the genitive which exist only in a limited range of constructions, as with pronom-
inal objects of til. In the ballad language, there are vestiges of the genitive, e.g.
njóta guls og landa ‘enjoy gold-gen.sg. and countries-gen.pl’ (Weyhe 2011: 92),
but usually the accusative (and sometimes the dative) is found in its place, as
shown by Weyhe (2011: 92) and Jónsson (2017). In modern Faroese, no verb has a
genitive object.4 For instance, the historical construction bíða mín ‘wait me-gen.’
has changed to bíða mær ‘wait me-dat.’ or bíða eftir mær ‘wait after me-dat.’ (all
meaning ‘wait for me’). This puts modern Faroese in stark contrast to Icelandic,
which has genitive direct objects for some verbs, as shown above in (2).

Within the cases that are productive in Faroese, the dative has been losing
ground to the accusative in various constructions, see e.g. Jónsson (2009) and
Petersen (2017, 2020). Even though the dative is slowly diminishing in Faroese,
our study, as well as others (Petersen 2010; Fiebig 2012; Malmsten 2015), reveal
that the dative case stands strong in double object constructions. Unlike parallel
constructions in Icelandic, Faroese almost exclusively exhibits the NDA case
frame, as shown in (7)–(9), where double object patterns are given in examples
(a), while (b) illustrate the prepositional construction.5

(7) a. Freya
Freya.nom

sendi
sent

sjeikinum
boyfriend.the.dat

eina
a

gávu.
gift.acc

‘Freya sent the boyfriend a gift.’
b. Freya

Freya.nom
sendi
sent

eina
a

gávu
gift.acc

til
to

sjeikin.
boyfriend.the.acc

‘Freya sent a gift to the boyfriend.’

(8) a. Mamman
the mother.nom

lovaði
promised

henni
her.dat

ein
a

kjóla.
dress.acc

‘The mother promised her a dress.’

4. See Jónsson (2000: 83–84) for suggestions about why there are no genitive indirect objects
in Icelandic.
5. In addition to the typical NDA case pattern in Faroese, Henriksen (2000:80) mentions the
NAA case frame, shown in (i), in which the latter object is semantically related to the verb.

(i) a. Hon
she.nom

kysti
kissed

hann
him.acc

so
so

søtan
sweet

koss.
kiss.acc

‘She gave him such a sweet kiss.’
b. (Henriksen 2000:79)Eg

I.nom
biði
ask

teg
you.acc

eina
one

bøn
request.acc

afturat.
more

‘I ask one more request of you.’
According to Henriksen (2000:80) only four verbs occur in the NAA case frame in Faroese –
kyssa ‘to kiss’, læra ‘teach’, biðja ‘ask’, spyrja ‘ask’, with the indirect object having the thematic
role of theme as in (ia), or source in (ib) (‘you’ is the source of whatever is requested).
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b. Mamman
the mother.nom

lovaði
promised

ein
a

kjóla
dress.acc

til
to

hennara.
her.gen

‘The mother promised a dress to her.’

(9) a. Uni
Uni.nom

fortaldi
told

gentuni
the girl.dat

eina
a

søgu.
story.acc

‘Uni told the girl a story.’
b. Uni

Uni.nom
fortaldi
told

eina
a

søgu
story.acc

fyri
before/in front of

gentuni.
the girl.dat

‘Uni told a story in front of the girl.’

There are several points that are of particular interest in this context. The first is
that, unlike in Icelandic, the accusative has replaced the genitive as the case for
non-pronominal objects of til; only (8), which features a pronominal object, still
has the genitive. This change does not parallel the case patterns for objects of tran-
sitive verbs, which are restricted to dative and accusative (approximately 120 verbs
govern a dative direct object, see Petersen 2020: 164–165). The change also marks
an instance of structural accusative increasingly making its way into Faroese.

The second way in which Faroese clearly differs from Icelandic, which is most
relevant to the current discussion, is that Faroese allows the PP frame with verbs
that do not express physical movement. Icelandic does allow the PP frame with
some non-movement verbs, but in such instances, a preposition other than til ‘to’
is sometimes used, as shown in (10) and (11). Additionally, in Icelandic the seman-
tic interpretation is not always parallel to the standard PP frame. For instance, the
direct object in (11a) cannot be the object of the preposition in (11b).

(10) a. Icelandic
Þeir
they.nom

leyndu
concealed

hana
her.acc

sannleikanum.
the truth.dat

‘They concealed her the truth.’
b. Þeir

they.nom
leyndu
concealed

sannleikanum
the truth.dat

fyrir
from/for

henni.
her.dat

(Thráinsson 2007: 175)‘They concealed the truth from her.’

(11) a. Icelandic
Hann
he.nom

krafði
demanded

hana
her.acc

sagna.
stories.gen

‘He asked her to reveal the information.’
b. Hann

he.nom
krafði
demanded

hana
her.acc

um
about

peningana /
the money.acc

*um sagnirnar
*about the stories.acc

(Thráinsson 2007: 177)‘He demanded the money from her/
*‘He demanded the stories from her.’
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We see that fyri ‘for’ is also used in the Faroese example in (9b), while til ‘to’
is used in (7b) and (8b). In his discussion of fyri ‘before, in front of ’, Barnes
(2001[1981]) suggests that there is a semantic role PRESENCE associated with this
preposition, in which the object of the preposition is animate and the activity is
done in the physical company of and directed at the animate object.6 Therefore,
(9b) has an interpretation in which the telling of the story is done in the presence
of the girl and is directed at her.

The third point of interest is that Icelandic and Faroese differ with respect to
benefactives. Benefactives are more widely used in Faroese than in Icelandic, as
pointed out by Holmberg and Platzack (1995) and Thráinsson (2007:230). While
the example in (12a) is grammatical in Faroese, it is marginal or even ungrammat-
ical in Icelandic, shown in (12b):

(12) a. Faroese
Eg
I.nom

bakaði
baked

mammu
mother

míni
my.dat

eina
a

køku.
cake.acc

‘I baked my mother a cake.’
b. Icelandic

(Thráinsson 2007:230)??Ég
I.nom

bakaði
baked

mömmu
mother.dat

minni
my

köku.
cake.acc

‘I baked my mother a cake.’

However, if the indirect object is coreferential with the subject, benefactives are
possible in Icelandic, as in Ég bakaði mér köku ‘I baked myself a cake’ (Thráinsson
2007: 230). Icelandic also allows the PP frame with benefactives, typically involv-
ing the prepositions handa ‘for’ or fyrir ‘for’. In Faroese PP-benefactives, there is
more variation concerning the preposition used (and correspondingly, the precise
semantics). For example, in (13), fyri is used and the sentence has the PRESENCE
interpretation discussed above, while til is used in (14), yielding a caused pos-
session interpretation (see Nielsen and Heltoft, this volume, on similar instances
with til in Danish).

(13) a. Lena
Lena.nom

sang
sang

mær
me.dat

ein
a

sang.
song.acc

‘Lena sang me a song.’

6. Barnes (2001:37) defines PRESENCE as follows: “Presence comprises those examples in
which something is uttered or done in the presence of (i.e. before) an animate being (occasion-
ally an inanimate object), originally presumably with the implication, now with the additional
sense that what is uttered or done is addressed to or directed at the animate being (or object).”
An example from Barnes (2001) is tú skuldi heldur lisið hatta brævið fyri mær hin sorgardagin …
‘you should rather (i.e. it would have been better if you had) read this letter to me [on] that day
of sorrow’.
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b. Lena
Lena.nom

sang
sang

ein
a

sang
song.acc

fyri
for

mær.
me.dat

‘Lena sang a song for me.’

(14) a. Jón
Jon.nom

keypti
bought

konuni
the wife.dat

ein
a

bil.
car.acc

‘John bought his wife a car.’
b. Jón

Jon.nom
keypti
bought

ein
a

bil
car.acc

til
to

konuna.
the wife.dat

‘John bought a car for his wife.’

All of the benefactives that we tested in our study had til ‘to’ in the prepositional
construction. As mentioned in the introduction, in our study, speakers rated bene-
factives higher than most other kinds of verbs in both the double object and the
prepositional constructions, which may be attributed to the general prevalence of
benefactives in Faroese.

In sum, we see that while Faroese and Icelandic have some common properties,
the two languages are not identical when it comes to ditransitives. In particular, Ice-
landic has a wider range of case patterns but is far more restrictive in its use of the
PP frame, whereas Faroese displays less variation in its ditransitive case patterns
but is more tolerant of PP patterns. Benefactive constructions (both prepositional
and non-prepositional) are especially common in Faroese. In the next section, we
provide some more details on the availability of the prepositional frame in Faroese.

3. Overview of previous observations about Faroese

Although the literature is far from extensive, there have been some observations
made about the use of the double object frame versus the prepositional frame in
Faroese. Thráinsson et al. (2004/2012:261) report that the double object frame is
the default for verbs meaning ‘sell, lend, give, send’ and deem prepositional sen-
tences with these types of verbs as marginally acceptable to ungrammatical, as
shown below.

(15) ? *Hon
she.nom

gav
gave

telduna
the computer.acc

til
to

gentuna
the girl.acc

(Thráinsson et al. 2004/2012:264)‘She gave the computer to the girl.’

A large text-based study (an examination of written essays) by Malmsten (2015)
confirms that the double object construction is prevalent in Modern Faroese. How-
ever, Henriksen (2000:68) writes in his syntax of Faroese that PP complements are
possible in the speech of the younger generations, giving the alternation in (16).
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(16) a. Kongur
king.nom

skrivaði
wrote

honum
him.dat

bræv.
letter.acc

‘The king wrote him a letter.’
b. (Henriksen 2000:68)Kongur

king.nom
skrivaði
wrote

bræv
letter.acc

til
to

hansara.
his.gen

‘The king wrote a letter to him.’

As we will show below, our findings are consistent with those by Henriksen
(2000); our participants were younger speakers and they indeed allow PP com-
plements to a large extent. (Note, however, that Petersen 2010 reports that older
speakers do, in fact, also accept the PP frame; see discussion below.)

The most extensive work on ditransitives in Faroese to date is Fiebig’s (2012)
MA thesis. Her corpus study examined the distribution of 81 ditransitive verbs in
articles which appeared in the first three months of 1998 in the newspaper Dim-
malætting. Her main conclusion is that the PP frame does exist in Faroese, even
with geva ‘to give’, but that the double object frame is still the most common
pattern, as also pointed out by Petersen (2010: 120–129) and Malmsten (2015).
Fiebig (2012) categorizes verbs according to the semantic classes in Barðdal,
Kristoffersen, and Sveen (2011:67). These macro-categories include verbs of:
actual transfer (geva ‘give’), intention (lova ‘promise’), creation (gera sær ‘make
something for oneself ’), mode of communication (skriva ‘write someone some-
thing’), enabling (loyva ‘permit’), retaining (banna ‘forbid’), mental processes
(fyrigeva ‘forgive’), and possession (goyma sær ‘save something for oneself ’); cf.
also Valdeson, this volume, who uses similar categories to semantically classify
Swedish ditransitives.7,8

The results of Fiebig’s (2012) study show that the PP construction is used with
a variety of semantic categories. In particular, the ‘actual transfer’ class, which
includes geva ‘give’, usually takes the double object form, but PPs are not com-
pletely ruled out. Additionally, Fiebig (2012) reports that PPs are found with other
semantic classes as well. In the ‘intention’ class, PPs are found with the verbs
at játta ‘grant’ and at ætla ‘intend’. Prepositions are also robustly found in the
‘communication’ category with verbs such as boða ‘announce’, forklára ‘explain’,
fortelja ‘tell’, siga ‘tell’, skriva ‘write’ and vísa ‘show’ and in the ‘possession’ cate-
gory with spara ‘to save.’ Within the ‘retaining’ category, prepositions were only
found within the ‘constraining’ subcategory, e.g. seta e-m e-t ‘to give someone an

7. Fiebig also has a category for opaque or unclear ditransitives such as kyssa ‘kiss’.
8. It should be noted that Barðdal, Kristoffersen, and Sveen (2011) provide a finer grained sub-
categorization for some of the macrocategories. For example, the ‘actual transfer’ category is
comprised of verbs of giving/delivering, lending, paying, sending, bringing, obtaining. By con-
trast, the ‘intention’ category is only comprised of the verbs of future transfer.
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order’. In the ‘creation’ class, PPs are found with reisa ‘to raise’, skapa ‘to create’ and
útvega ‘get’. No prepositional constructions were found in the ‘enabling’ and ‘men-
tal processes’ categories. Additionally, the prepositional construction may involve
prepositions other than til ‘to’. For instance, in the ‘communication’ category, biðja
‘ask’ uses the preposition um ‘about’.

Even though the PP construction appears to be fairly widespread, Fiebig
(2012) suggests that its use is determined by certain factors, in particular phono-
logical heaviness (Fiebig 2012: 82–83). PPs are generally not found if the indirect
object is a pronoun. However, if the object is a bare noun, a noun that is modified
in some way, or is phonologically heavy, a PP is possible. As we will discuss in
Section 4, participants in our study rated PP constructions with a pronominal
prepositional object worse than constructions with a regular NP and worse than
constructions with a heavy NP. However, the relative absence of the preposition
plus pronoun pairing from the corpus does not perfectly map to acceptability;
pronouns are not completely ruled out with PPs in our study.

Additionally, argument structure interacts with the availability of the double
object and the prepositional frames in Faroese. That is, Fiebig (2012) demon-
strates that PPs are not found in patterns in which the indirect object is a reflexive,
as shown in (17).9

(17) a. Hann
he.nom

átti
owned

sær
SELF.dat

hús
house

í
in

Danmark.
Denmark

‘He owned a house in Denmark.’
b. *Hann

he.nom
átti
owned

hús
house

til
to

sín
SELF

í
in

Danmark.
Denmark

‘He owned a house in Denmark to himself.’

9. In fact, a subset of verbs of ‘obtaining’ and ‘creation’ in Faroese (and Icelandic) are only
felicitous with a reflexive indirect object, shown in (ii), and the PP frame is not allowed.
Barðdal, Kristoffersen, and Sveen (2011) and Nielsen and Heltoft, this volume, discuss similar
V+REFL+NP examples in Norwegian and Danish, respectively.

(ii) a. (Petersen 2020: 178)Hann
he.nom

tók
took

sær
SELF.dat

altíð
always

eina
a

øl
beer.acc

eftir
after

arbeiðið.
work

‘He always had a beer after work.’
However, we note that reflexives are allowed with the PP variant of verbs of sending, as in (iiib).
(iii) a. Hann

he.nom
sendi
sent

sær sjálvum
SELF.dat

ein
an

teldupost
e-mail.acc

‘He sent an e-mail to himself.’
b. Hann

he.nom
sendi
sent

ein
an

teldupost
e-mail.acc

til
to

sín sjálvan/sjálvs
SELF.acc/gen.

‘He sent an e-mail to himself.’
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Another interesting observation is that, in Fiebig’s (2012) study, PPs were not
found to co-occur with verbs that are only used ditransitively, and never appear as
monotransitives – e.g., verbs such as ímynda ‘imagine’, misunna ‘envy’ and unna
‘not envy’. In Faroese, ditransitive verbs generally have monotransitive variants,
some of which are illustrated in (18).

(18) a. Jón
John.nom

lænti
borrowed

ein
a

bil.
car.acc

‘John borrowed a car.’
b. Forhoyrsleiðarin

the interrogator.nom
loyvdi
allowed

ein
a

steðg.
break.acc

‘The interrogator allowed a break.’
c. Jóna

Jóna.nom
fortaldi
told

eina
a

søgu.
story.acc

‘Jona told a story.’
d. Freya

Freya.nom
sendi
sent

eina
a

gávu.
gift.acc

‘Freya sent a gift.’
e. Jón

John.nom
keypti
bought

ein
a

bil.
car.acc

‘John bought a car.’

For the purpose of consistency with Fiebig’s (2012) findings, all of the verbs that
we examined also have monotransitive variants.

While Fiebig’s work is based on written Faroese, a judgment study conducted
by Petersen (2010: 120–129)10 highlights the complexity of the distribution of pro-
nouns with PP constructions. In his study, he shows that some speakers accept
sentences such as Jón gevur bókina til mín ‘John gives book-the.acc to me.gen’.
In this judgment test, the oldest male and female speakers accepted the PP con-
structions most readily, while the young female speakers and the mid-age male
speakers were more reluctant. The young male informants accepted PPs 52.2%
of the time; for details see Petersen (2010: 125). It might be surprising to see that
the oldest speakers are those who accept the construction with the PP most read-
ily, as it is usually young speakers who initiate language change (presuming that
greater acceptability of PPs reflects an increased use of PPs). However, this can be
explained by taking the linguistic background of the older speakers into account.
These speakers typically had an extensive amount of exposure to Danish in their
youth; for instance, all their school books were in Danish. Today the younger
speakers are certainly also exposed to Danish (and English), but they may show

10. The judgment test was administered to 198 informants, male and female from three gener-
ations (15–35; 36–55 and 56+). They came from different parts of the Faroe Islands, more specif-
ically from Vágar, Eysturoy-Norðoyggjum, Suðuroy and Tórshavn.
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some bias against the PP construction as a result of teaching in schools: the
PP construction is taught as prescriptively incorrect in Faroese. The findings of
Petersen’s (2010) judgment study illustrate the benefits of collecting speaker judg-
ments. That is, asking speakers to evaluate constructions may provide additional
valuable insights into subtle aspects of speakers’ linguistic knowledge and that
information can be used to complement evidence from corpus research.

To summarize, even though the prepositional form of ditransitives is less
prevalent in Faroese than the double object construction, the PP construction is
certainly not totally ruled out and is acceptable with verbs in a variety of seman-
tic classes. Even though PPs are more acceptable when the complement is phono-
logically heavy, PPs are sometimes allowed even with pronouns. The results of
the judgment survey discussed in the following section lend additional support to
many of the observations from previous research discussed above. However, we
paint a more nuanced picture of how the double object and prepositional con-
structions interact with semantic categories and phonological heaviness.

4. Methods and results

4.1 Methods

In order to assess speakers’ preferences, we designed a Likert scale survey that
was administered in two parts in December 2017. Participants were 50 students at
the Teachers’ College at the University of the Faroe Islands (Námsvísindadeildin)
and were between 18 and 25 years old.11 Verbs were divided into five semantic cat-
egories – giving, future having, communication, sending, and benefactive – based
largely on the categorization in Rappaport Hovav and Levin (2008).12 There were
three verbs in each category and six different conditions for each verb, for a total
of 90 examples under investigation. The verbs are listed in (19).

(19) a. Giving: geva ‘give,’ læna ‘lend,’ selja ‘sell’
b. Future having: bjóða ‘offer,’ lova ‘promise,’ loyva ‘allow’
c. Communication: forklára ‘explain,’ fortelja ‘tell,’ vísa ‘show’
d. Sending: maila ‘mail,’ senda ‘send,’ smsa ‘sms/text’
e. Benefactive: baka ‘bake,’ binda ‘knit,’ keypa, ‘buy’

11. As discussed above, previous studies have revealed generational variation. Because we
wanted to control for this, our participants are the same age group. With regard to the soci-
olinguistic variables of class and gender, we did not control for these in any principled way, as
previous research has never found any significant impact of such factors on linguistic variation
on the Faroe Islands.
12. See Kholodova and Allen’s contribution in this volume for a comparable approach.
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For both the double object and the PP frames, there was a condition in which the
goal NP was a pronoun, a full (but short) NP, or a phonologically heavy NP which
contained a relative clause. The six conditions are illustrated for geva ‘give’ below
in (20) and senda ‘send’ in (21), representing the two most prototypical ditransi-
tive verbs. For each double object (IO) example, the case frame is nominative-
dative-accusative and for each prepositional example, the subject is nominative
and the direct object is accusative. Pronominal objects of the preposition til ‘to’
are genitive, as in (20)/(21); otherwise the object of til is accusative.

(20) a. IO: pronoun
Jón
John.nom

gav
gave

mær
me.dat

ein
a

hund.
dog.acc

‘John gave me a dog.’
b. PP: pronoun

Jón
John.nom

gav
gave

ein
a

hund
dog.acc

til
to

mín.
me.gen

‘John gave a dog to me.’
c. IO: full NP

Jón
John.nom

gav
gave

børnunum
the children.dat

bomm.
sweets.acc

‘John gave the children sweets.’
d. PP: full NP

Jón
John.nom

gav
gave

bomm
sweets.acc

til
to

børnini.
the children.acc

‘John gave sweets to the children.’
e. IO: heavy NP

Jón
John.nom

gav
gave

børnunum,
the children.dat

sum
who

kláraðu
did

seg væl
well

í
in

skúlanum,
school

bomm.
sweets.acc
‘John gave the children who did well in school sweets.’

f. PP: heavy NP
Jón
John.nom

gav
gave

bomm
sweets.acc

til
to

børnini,
the children.acc

sum
who

kláraðu
did

seg væl
well

í
in

skúlanum.
school
‘John gave sweets to the children who did well in school.’

(21) a. IO: pronoun
Freya
Freya.nom

sendi
sent

teimum
them.dat

eina
a

gávu.
gift.acc

‘Freya sent them a gift.’

Ditransitives in Faroese 313



b. PP: pronoun
Freya
Freya.nom

sendi
sent

eina
a

gávu
gift.acc

til
to

teirra.
them.gen

‘Freya sent a gift to them.’
c. IO: full NP

Freya
Freya.nom

sendi
sent

sjeikinum
boyfriend.the.dat

eina
a

gávu.
gift.acc

‘Freya sent the boyfriend a gift.’
d. PP: full NP

Freya
Freya.nom

sendi
sent

eina
a gift.acc

gávu
to

til
her

sjeikin.
boyfriend.acc

‘Freya sent a gift to her boyfriend.’
e. IO: heavy NP

Freya
Freya.nom

sendi
sent

sjeikinum,
her boyfriend.dat,

sum
who

búði
lived

yviri
over

í
in

Kanada,
Canada

eina
a

gávu.
gift.acc
‘Freya sent her boyfriend who lived over in Canada a gift.’

f. PP: heavy NP
Freya
Freya.nom

sendi
sent

eina
a

gávu
gift.acc

til
to

sjeikin,
her boyfriend.acc

sum
who

búði
lived

yviri
over

í
in

Kanada.
Canada
‘Freya sent a gift to her boyfriend who lived over in Canada.’

Participants were asked to rate each sentence on a scale of 1 (totally good) to 5
(totally bad). That is, participants had a scale from 1 to 5, and were told that if they
thought that the sentence was 100% correct, they should use 1; if completely wrong
5. Including fillers, there was a total of 148 items, divided between two surveys that
were administered two days apart. Each participant took both surveys. For each
survey, participants were instructed that we were interested in their assessment of
the examples as they would be used in every-day speech, and not in what they may
have been taught about ‘right’ or ‘wrong’ uses of the Faroese language.

4.2 Results

We conducted two-tailed t-tests between isolated pairs of different categories and
our results reveal four findings. First, even though no speakers completely reject
the prepositional construction, the double object construction is preferred for each
semantic category. Speakers rated the double object construction more acceptable
than the prepositional construction across the board. Second, we find some ten-

314 Cherlon Ussery and Hjalmar P. Petersen



tative support for the idea that verbal semantics interacts with the prepositional
construction more than with the double object construction. Sending verbs are gen-
erally rated more acceptable with the PP frame and the difference between the aver-
age PP-rating for sending verbs versus verbs of communication, giving, and future
having is significant (p <.01). Third, there is some effect of heaviness of the indirect
object. While speakers still prefer the double object construction to the preposi-
tional construction even when the indirect object is phonologically heavy, within
the double object macro-category, constructions with a phonologically heavy indi-
rect object are rated least acceptable. This suggests that speakers generally dislike
a heavy phrase in a sentence-medial position. As we discuss below, the findings for
the prepositional construction are not as clear-cut. Fourth, while benefactive con-
structions receive the highest acceptability rating in both the double object and the
prepositional construction, the results are statistically significant only for PPs. That
is, when the PP rating for benefactives is compared to the PP rating for every other
semantic category, the difference is significant. Even though this is not the case for
double objects, the overall high acceptability rating for benefactives may reflect
their general prevalence in Faroese, as discussed in Section 1.

Table 1 shows the average ratings for each kind of sentence tested in each
semantic category. As we can see, the double object version is judged better (it has
the lower score) than the PP version for every semantic category. This is our most
robust finding: the difference between the indirect object mean and the PP mean
for each category of verb is p <.01.

Table 1. Double object vs PP, by verbal category and length of object (lower score =
higher acceptability)

Benefactive Communication Giving Future having Sending mean

IO.pronoun 1.47 1.40 1.45 1.61 1.55 1.50

IO.regular NP 1.23 1.44 1.23 1.63 1.65 1.43

IO.heavy NP 1.82 1.59 2.17 2.19 2.06 1.96

mean 1.51 1.48 1.62 1.81 1.75

PP.pronoun 2.41 3.09 3.43 3.47 2.42 2.97

PP.regular NP 1.75 2.50 2.83 2.80 2.05 2.39

PP.heavy NP 2.07 2.45 2.81 2.77 2.44 2.51

mean 2.08 2.68 3.02 3.01 2.30

Further evidence that speakers prefer double object constructions to preposi-
tional constructions is found when we compare the average rating for double
objects to the average rating for PPs within each semantic category and for each
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of the three kinds of NPs. With the exception of benefactive constructions with
heavy NPs, for every other phrasal length within every other semantic category,
the difference is significant: all but one comparisons are p <.01 and the remain-
ing one is p <.05. This means that the double object construction is generally pre-
ferred across semantic categories and across phrasal lengths of the goal NP. The
overall preference for the double object construction is consistent with observa-
tions made in previous literature.

There is an abundance of literature on ditransitives in English, and given
the increasing contact between English and Faroese, English is worth discussing
here. One of the most-discussed issues in this body of literature relates to whether
the double object and prepositional frames have unique interpretations that are
encoded in the structures. As briefly discussed in the introduction, various
accounts (Harley 2002; Beck and Johnson 2004; Bruening 2010a, 2010b; Harley
and Jung 2015; Bruening 2018) adopt some version of an Alternative Projection
approach, which argues that the double object frame encodes caused possession
and the prepositional frame encodes caused motion. This strand of analysis pro-
vides an explanation for the contrast between the double object constructions in
(22c) and (22d).

(22) a. The editor sent the article to Sue.
b. The editor sent the article to Philadelphia.
c. The editor sent Sue the article.
d. (Harley 2002:35)??The editor sent Philadelphia the article.

The sentence in (22d) is grammatical only on an interpretation in which Philadel-
phia is representative of a group of people and, therefore, animate. An animate indi-
rect object can possess the direct object, while an inanimate indirect object
cannot.13

Similar animacy restrictions are found in Icelandic, as evidenced by the con-
trast between the sentences in (23) and (23).

(23) a. Bankinn
the bank.nom

veitir
gives

fátækum
poor

þjóðum
nations.dat

aðstoð.
assistance.acc

‘The bank gives poor nations assistance.’
b. ?Lögreglan

the police.nom
veitir
gives

gangandi vegfarendum
pedestrians.dat

aðstoð.
assistance.acc

(Jónsson 2000:87)‘The police give pedestrians assistance.’

13. These examples capture well-known observations found in Green (1974) and Oehrle
(1976).
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As noted by Jónsson (2000), (23a) is felicitous when describing a situation which
involves a tangible transfer, such that poor nations come to possess money, while
(23b) is infelicitous because such scenarios do not generally result in pedestrians
coming to possess something that is transferred from the police.14 Given that the
prepositional construction is generally restricted to verbs which involve physical
movement, as discussed in Section 1, an Alternative Projection approach seems to
fit Icelandic – such a proposal is also found in Collins and Thráinsson (1996).

Even across approaches, there is general consensus that the double object
construction maps to a caused possession meaning. Following Rappaport Hovav
and Levin’s (2008) Verb Sensitive Approach as outlined in Section 1, the preposi-
tional construction, by contrast, maps to either a caused possession or a caused
motion interpretation: for ‘give’-type verbs the PP construction encodes posses-
sion, whereas with verbs from other semantic subclasses, it encodes either posses-
sion or motion, depending on the individual verb class. While our judgment task
was not designed to test the degree to which the different frames map to different
interpretations, our results still yield some tentative insights on the question.

Our second finding relates to the acceptability of the different semantic cat-
egories within each syntactic frame. Following benefactives, sending verbs are
rated most acceptable with PPs, with an average score of 2.30. When we compare
the rating for the PP condition in the sending category against the PP condition
in the communication, giving, and future having categories, the results are sig-
nificant: p< .01 for each comparison. Benefactives, with a score of 2.08, are rated
more acceptable than sending verbs and that difference is significant (p <.05), so
benefactives are, indeed, more acceptable with prepositional phrases (we discuss
benefactives in more detail below). Since sending verbs are generally rated more
acceptable than other semantic categories for the PP construction, our findings
suggest that the semantic properties of sending verbs are more amenable to the
PP construction.

If we consider the semantic properties of other categories of verbs, we might
expect that verbs in the giving, future having, and benefactive categories are
most compatible with the double object construction (all of the benefactive sen-
tences that we tested have a ‘future having’ interpretation), since these verbs
involve an actual or prospective transfer of possession (we discuss the issue of
‘prospective possession’ below). When we conducted a two-tailed t-test compar-
ison between pairs of semantic categories, we did not find consistently signifi-

14. Consultation with native speakers reveals that (23b) is fine when there is actual transfer,
such as the police giving the pedestrians a map. These judgments were gathered during linguis-
tics colloquium talks (Málvísindakaffi) given by the first author at the University of Iceland in
September 2017.
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cant results. Compared against communication and sending verbs, the difference
between the average rating for giving, future having, and benefactive verbs is not
necessarily significant. In fact, only the comparison of benefactive vs sending and
the comparison of future having vs communication yielded a significant differ-
ence: within the double object construction, benefactives are rated more accept-
able than sending verbs and future having verbs are rated more acceptable than
communication verbs (p <.01 for each of these comparisons). Comparing giving
to communication verbs yielded a marginally significant difference (p= .05). The
results were not significant for the following comparisons: benefactive vs com-
munication; giving vs sending; and future having vs sending. In sum, we can say
that our findings suggest that while verbs of sending are more compatible with
the prepositional construction than non-sending verbs, verbs of possession are
not more compatible with the double object construction than non-possession
verbs. As the Verb Sensitive approach argues that verbal semantics interacts with
the prepositional construction, our findings provide some very general support
for this line of analysis.

There are two additional factors related to interpretation that bear discussion
here. The first relates to the issue of actual versus intended possession. Harley
and Jung (2015) adopt the idea of prospective possession, as discussed in Beavers
(2011). On this proposal, the double object construction need not entail a suc-
cessful transfer of possession; rather, a possession interpretation can arise as long
as the possession holds in some possible world. For verbs such as ‘offer’ (bjóða in
Faroese), the intended possession holds in a future world. A more fine-grained
study might reveal whether speakers differentiate between double object con-
structions which involve actual versus prospective possession. Second, for verbs
in the communication category, possession, whether real or prospective, can only
hold in an abstract sense. For verbs such as forklára ‘explain’, fortelja ‘tell’, or
vísa ‘show’, there is a transfer of information, as opposed to transfer of a physi-
cal object. As discussed above, when we compared the ratings for double objects
for communication verbs against every other category, the results are mixed. A
future study aimed at comparing tangible versus abstract possession might reveal
a difference.

Our third finding relates to phonological length. Work by Bresnan (2007),
Bresnan et al. (2007), and Bresnan and Nikitina (2008) proposes that factors
related to pragmatics, information structure, and prototypical use determine
whether the double object or the prepositional construction is used. Such factors
include givenness, animacy, definiteness, phrasal length, and whether one of the
objects is a pronoun or a full NP (cf. also Dubois, Gerwin and Röthlisberger, and
Röthlisberger, this volume). One intriguing observation that emerges is that some
previously observed restrictions on the prepositional construction vanish when
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the goal is phonologically heavy. For instance, while (24b) is ungrammatical for
many English speakers, the sentence in (25) is just fine.

(24) a. The noise gave Terry a headache.
b. *The noise gave a headache to Terry.

(Rappaport Hovav and Levin 2008, ex 5)

(25) … a stench or smell is diffused over the ship that would give a headache to the
(Bresnan and Nikitina 2008, ex 15)most athletic constitution.

The observation in (25) is in line with Fiebig’s (2012) corpus study which finds
a heavy-late effect in Faroese. The prepositional construction is primarily found
with phonologically heavy goal objects – that is, nouns that are modified by one
or multiple adjectives or by a relative clause. We find that within the PP frame,
pronominal objects are least acceptable (mean =2.97), but this does not directly
translate into support for a heavy-late effect. Prepositional phrases with heavy
NPs (mean =2.57) are not rated significantly more acceptable than smaller (non-
pronominal) NPs (mean= 2.39) across semantic categories. For benefactive and
sending verbs, regular NPs are rated best and the difference between regular NPs
and heavy NPs is significant (p< .05). For communication, giving, and future hav-
ing, heavy NPs are actually rated best with PPs, but the difference between heavy
NPs and regular NPs is not significant for any of these semantic categories.

By contrast, we do find that speakers generally dislike a heavy indirect object
in the double object construction. For every semantic category except commu-
nication, speakers gave double object constructions with heavy indirect objects
a statistically significant lower acceptability score when compared with double
object constructions with pronouns or regular NPs. Further, we find that speakers
disprefer pronouns with the PP construction. Within each semantic category,
double object constructions with pronominal indirect objects are rated signifi-
cantly more acceptable than prepositional constructions with pronouns. Yet, the
latter kind of construction is not completely rejected, which is in accord with
Petersen’s (2010) finding that pronouns are used with the PP construction. While
our findings do not provide clear positive support for a heavy-late effect, they do
suggest that speakers have a dispreference for a heavy phrase in a sentence-medial
position and a dispreference for a phonologically light item in a sentence-final
position.15

Finally, returning to benefactives, two interesting findings emerge. The first
is that, along with the communication category, the double object frame is rated
as quite good for benefactives, with a mean score of 1.51. However, the difference

15. See Indriðadóttir (2017) for a discussion of the contrast between heavy-shifting subjects
versus objects in Faroese and Icelandic.
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between the benefactive rating and the communication rating is not significant.
Within the prepositional frame, benefactives receive the highest acceptability rat-
ing (mean= 2.07) when compared with every other category and each of those
differences is significant (p< .05). Taken together, these results suggest that speak-
ers find benefactives quite acceptable in both double object and PP constructions.
This finding coalesces with the literature which reports that benefactives are far
more widespread in Faroese than in Icelandic, as discussed in Section 2. Interest-
ingly, Hansen and Heltoft (2011: 1313–1314) report that the double object frame is
not allowed with benefactives in Modern Danish, as shown by the ungrammati-
cality of (26a).

(26) a. *Han
He.nom

bagte
baked

Lene
Lene.obl.

en
a

kage.
cake.obl.16

‘He baked Lene a cake.’
b. Han

He.nom
bagte
baked

en
a

kage
cake.obl.

til
to

Lene.
Lene.obl.

‘He baked a cake to Lene.’

This construction was, however, possible in Older Danish (or rather ældre
nydansk =lit.: older new Danish) as recently as in the 19th century. When speakers
of Danish use benefactives today, Hansen and Heltoft (2011) suggest that the usage
is in the spirit of a more archaic style or possibly influenced by English (but see
Nielsen and Heltoft, this volume, for a somewhat different proposal).

In summary, our findings are consistent with some of the previous work
which has documented the use of the prepositional frame in Faroese. As in the
present study, Henriksen (2000) reports that PPs are found in younger speak-
ers’ speech. Our study is also in line with work which has noted the widespread
presence of benefactives in Faroese (Holmberg and Platzack 1995; Thráinsson
2007: 230). With respect to phonological heaviness, we find mixed results but a
clear dispreference for heavy phrases in sentence-medial position. Finally, we have
some general support for the Verb Sensitive proposal that verbal semantics inter-
act with the prepositional frame, which is a novel finding.

In sum, this section has provided new insights into the distribution of the
double object frame and the prepositional frame in Faroese. At the same time,
it has also become clear that there is much work still to be done in this area.
In particular, the next stage of our research involves examining the degree to
which there is a frame-to-meaning correspondence. We are presently conducting
an experiment in which speakers will be asked to rate the acceptability of sen-
tences such as the following.

16. OBL stands for oblique case, as is the common notation in Danish grammars.

320 Cherlon Ussery and Hjalmar P. Petersen



(27) Double object
Granskingarráðið veitti studentinum granskingarstuðul, men Granskingar-
ráðið fann útav, at hann hevði falsað kanningarúrslitini, so tey afturkallaðu
stuðulin.
‘The university granted the PhD student research funding, but the university
found out that he faked the data so he never received his funding.’

(28) Prepositional
Granskingarráðið veitti granskingarstuðul til studentin, men Granskingar-
ráðið fann útav, at hann hevði falsað kanningarúrslitini, so tey afturkallaðu
stuðulin.
‘The university granted research funding to the PhD student, but the univer-
sity found out that he faked the data so he never received his funding.’

In both (27) and (28), the follow-up clause denies that the participant denoted by
the indirect object/object of the preposition comes to possess the direct object.
If speakers associate a possession interpretation with double objects to a greater
extent than with prepositional constructions, then they should be bothered when
the possession is denied. The prediction, then, is that sentences such as (28) will
be rated higher than sentences such as (27). We are examining the same sentences
in Faroese, Icelandic, and English, which will provide a cross-linguistic compari-
son of the three languages.17 One might furthermore wonder whether the general
acceptability of the prepositional frame is partially due to influence from Dan-
ish and/or English. There has been an intense contact between Faroese and Dan-
ish for centuries. Even though Faroese speakers have been bilingual, with Danish
as their L2, for centuries, code-switching between Faroese and Danish has been
quite rare (Petersen 2010). Yet, Danish influence on the use of the prepositional
frame in ditransitives can definitely not be ruled out, as also discussed in Petersen
(2010). Further, in the past 10 to 20 years English has become increasingly present
on the Faroe Islands. Very little has been done yet to thoroughly study the use of
English on the Faroe Islands. Regarding the generally high acceptability of dou-
ble object benefactives, it is possible that this is a feature that has been preserved
from Old Norse (Jóhannes G. Jónsson, p.c.), even though it has been largely lost
in Icelandic and Danish.

17. Consistent with observations reported earlier about physical movement licensing the PP
construction, (28) is marginal in Icelandic, but not completely ungrammatical. The study is also
designed to capture judgments about the grammaticality of ditransitive sentences independent
of the denial of possession follow-up.
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5. Conclusion

This brief paper has shown that while there is a clear preference for the double
object construction in Faroese, the prepositional construction is also acceptable,
and that this frame interacts with verbal semantics. Furthermore, we found that
even though speakers disprefer a phonologically heavy indirect object in the dou-
ble object construction and disprefer light, pronominal PP-objects, this does not
necessarily translate into a preference for phonologically heavy objects in the PP
pattern. Finally, our study suggests that benefactive constructions are well accepted
in both the double object construction and prepositional frames, in line with pre-
vious work which commented on the widespread use of benefactives in Faroese.
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The Complexity Principle
and lexical complexity in the English
and Dutch dative alternation*

Tanguy Dubois

This study investigates the effects of lexical complexity on the choice of
dative alternants in English and Dutch. The lexical complexity of a given
word is operationalized as being proportional to how quickly speakers can
retrieve it from their mental lexicon, for which I consult the databases of
recent megastudies (Keuleers, Diependaele, and Brysbaert 2010: 1). Follow-
ing the Complexity Principle (Rohdenburg 1996), which states that cogni-
tively complex environments favour the grammatically more explicit variant
in linguistic alternations, it could be expected that lexically complex envi-
ronments favour prepositional datives. However, the models suggest that
speakers’ choices are not particularly sensitive to the complexity of larger
linguistic environments. Instead speakers aim to place the lexically easier
constituent before the more complex one. This turns out to be one of the
strongest predictors in both languages.

Keywords: lexical complexity, dative alternation, English, Dutch, statistical
classification model, probabilistic grammar, Complexity Principle

1. Introduction

Many Germanic languages have two types of dative alternants to express transfer
of possession. The present study deals with the alternation as it is found in English
and Dutch specifically in order to investigate whether and how lexical complexity,
i.e. the processing effort required to retrieve a lexical item from the mental lexi-
con, affects speakers’ choices between the dative alternants. The dative alternants,
i.e. the double-object dative and the prepositional dative, are exemplified in (1)
and (2) respectively.
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(1) a. <ICE: GB:S1A-013:59>Can you give usRecipient an exampleTheme?
b. ik wens jullieRecipient veel successTheme

<SDC: comp-f:fv600231:321>‘I wish you much luck’

(2) a. <ICE: GB:S1A-045:49>I think I must have lent itTheme to somebodyRecipient
b. hij leverde zwarte parelsTheme aan het hofRecipient

<SDC: comp-o:fv800927:5>‘He delivered black pearls to the court’

Although several prepositional constructions are interchangeable with double-
object datives, the most canonical counterpart involves the preposition to in Eng-
lish and aan in Dutch (Bernolet and Colleman 2016: 169). The Dutch dative
alternants are largely similar to those in English (but see Colleman 2012; Bernolet
and Colleman 2016: 168–169), which allows for a comparison of both languages
that increases the generalizability of the findings. Most importantly, however, the
present study contributes to the literature on the dative alternation by investigating
the effects of lexical complexity through the inclusion of several factors relating to
lexical complexity in statistical classification models on corpus data, specifically
Conditional Random Forests (Tagliamonte and Baayen 2012). To operationalize
lexical complexity, I make use of so-called megastudies (Keuleers, Diependaele,
and Brysbaert 2010: 1), which measure the lexical complexity of thousands of
words. To determine lexical complexity, these studies make use of lexical decision
task experiments, in which participants are shown words and non-words for
which they must decide whether or not they exist in the language under study.
The decision times these databases report for lexical items can be considered pro-
portional to their lexical complexity, so these are used to measure lexical com-
plexity in the corpus observations on which the statistical models are based. For
Dutch, I use The Dutch Lexicon Project 2 (Brysbaert et al. 2016), which lists Dutch
native speakers’ lexical decision times for approximately 30,000 Dutch lemmas
(e.g. boekenwurm (‘bookworm’) has an average reaction time of 617.3 ms.). The
British Lexicon Project (Keuleers et al. 2012) does the same for about 28,000 Eng-
lish words (e.g. werewolf has an average reaction time of 632.14 ms.).

Against this backdrop, the study addresses three research aims.

– RQ1: How do the lexical complexity predictors compare against the well-
documented constraints that guide the choice of dative alternant in terms of
predictive power?

– RQ2: How is lexical complexity best operationalized to yield the most predic-
tive power?

– RQ3: What are the main similarities and differences between English and
Dutch with respect to the dative alternation?
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The chapter is organized as follows. Section 2 offers a literature review. Section 3
briefly sketches the methodological procedure employed to collect the data and
build the statistical classification models, which are subsequently presented in
Section 4. Finally, Section 5 offers a general discussion with respect to the research
questions, and Section 6 summarizes the main findings from the investigation in
a brief conclusion.

2. Background

2.1 Lexical complexity

Several factors determine how much time participants in lexical decision tasks
need to decide whether a stimulus word constitutes an existing word. The main
predictor is word frequency (Keuleers et al. 2012:287), but other influences
include neighbourhood size, certain semantic variables (Balota et al. 2004; see
Keuleers, Diependaele, and Brysbaert 2010: 2 for discussion), word length, image-
ability and age of acquisition (Morrison and Ellis 1995: 117). Admittedly, par-
ticipants in lexical decision tasks must probably not have fully determined the
meaning of a word before being able to tell whether it exists, but at the very least,
they must have completed the stage of lexical access (Chumbley and Balota 1984),
which is deemed a proper measure of lexical complexity in itself (Bloem, Versloot,
and Weerman 2017: 103). Moreover, the stages of lexical access and meaning deter-
mination are not necessarily sequential: participants can recognize a word on the
basis of semantic information as well (Chumbley and Balota 1984: 600–601).

From the perspective of a resource-limitation model on processing (Bloem,
Versloot, and Weerman 2017:97), the cognitive resources speakers have at their
availability to produce utterances are intrinsically limited. Hence, if one aspect of
utterance production involves high processing costs, such as the retrieval and pro-
duction of complex lexical items, other aspects of utterance production should be
simplified to preserve fluency (Bloem, Versloot, and Weerman 2017:95). Put dif-
ferently, if lexical processing and syntactic processing share a limited amount of
cognitive resources, lexical processing may affect syntactic structure. It is neces-
sary for lexical processing and syntactic processing to be simultaneous to a cer-
tain extent, provided language production represents an incremental process that
unfolds over time (Timmers et al. 2013: 10; Philipp et al. 2017). While some psy-
cholinguistic evidence indicates that lexical planning precedes syntactic planning
(see Timmers et al. 2013: 2), in which case they are (partially) processed indepen-
dently. Bock, for instance, found that children are able to make more complex

The Complexity Principle and lexical complexity in the dative alternation 327



sentences using lexical items they master (Bock 1982: 8), which implies that lexical
complexity does affect the syntactic structure speakers choose.

2.2 The Complexity Principle

One group of lexical complexity predictors are operationalized following the
Complexity Principle, first formulated by Rohdenburg (1996, 2007, 2016). The
principle captures the link between processing complexity and grammatical
explicitness:

In the case of more or less explicit grammatical option(s), the more explicit ones
will tend to be favoured in cognitively complex environments.

(Rohdenburg 1996: 151)

For instance, the English relative clause is more likely to contain the optional
object relativizer which or that when the matrix noun phrase and/or the relative
clause are long (Hinrichs, Szmrecsanyi, and Bohmann 2015). When Rohdenburg
originally introduced the principle, it dealt with the way “linguistic expressions
are processed by a hearer” (Rohdenburg 1996: 149). Put differently, it predicts that
speakers choose to express the more explicit variant to facilitate comprehension
(see also Hawkins 2004). However, the additional grammatical element has also
been said to facilitate production, as it buys the speaker more time to process
upcoming material (e.g. Ferreira and Dell 2000; MacDonald 2013). A third view-
point posits that the correlation results from the language channel itself (e.g.
Fenk-Oczlon 2001; Jaeger 2010). When the utterance is informationally dense,
speakers prefer to reduce the amount of information over time by adding optional
grammatical markers. By doing so, they limit the amount of information that is
lost when noise disrupts the language channel (cf. Pijpops et al. 2018: 516).

The present study holds the view that the principle primarily accommodates
production. More concretely, I adhere to the Production-Distribution-Compre-
hension (PDC) model (MacDonald 2013), which assumes that comprehension
accommodates production rather than the opposite, although this does not mean
that grammatical explicitness does not benefit the hearer as well (Pijpops et al.
2018). This adaptation seems justified because production and comprehension
involve largely the same psychological processes following the insights from
brain-imaging techniques (Timmers et al. 2013: 1; Martin 2016: 12).

Applied to lexical complexity in the dative alternation, the Complexity Prin-
ciple (Rohdenburg 1996) then predicts that complex lexical material should cause
the speaker to favour the grammatically more explicit variant, viz. the prepo-
sitional dative. From the standpoint of a resource-limitation model, the more
explicit variant should then also be the easier variant to produce. This latter
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assumption is supported by two additional arguments, namely that prepositional
structures are acquired earlier in life (Su 2010: 2, see also the discussion in Bürkle,
this volume), and that they resemble the more frequent transitive clauses by hav-
ing a direct object immediately follow the verb (Rowland and Noble 2010: 58).

Provided language production is an incremental process unfolding over time,
lexical complexity is relevant for the unit of increment that is processed during
the time-interval immediately before the first constituent of the dative structure,
because the position of the first constituent already determines which syntactic
variant is ultimately expressed. In other words, the speaker has already catered
to syntactic planning when he or she utters the first constituent. Although the
relevant unit of increment is now located temporally, it is still unclear which
words are processed during this interval to form a linguistic environment with
cognitive reality. As Timmers et al. (2013) observe in their experimental setup,
increasing syntactic complexity (from words to noun phrases to sentences) leads
to longer utterance planning times (measured as voice onset), which strongly sug-
gests that speakers take into account the complexity of upcoming linguistic mater-
ial. Yet speakers probably have to deal with certain pronunciation costs associated
with the words that figure immediately before the first constituent. In fact, the
complexity of individual lexical items can disrupt syntactic processing even after
having been pronounced: research on the processing of Dutch verbal clusters
composed of two verb forms, as zijn verwoest in (3), has found that if the prever-
bal word (infrastructuurwerken) is complex, the speaker retains less processing
resources to encode the verbal cluster (Bloem, Versloot, and Weerman 2017: 107):

(3) dat
that

grote
large

stukken
tracts

landbouwgrond
farmland

en
and

infrastructuurwerken
infrastructure

zijn
were

verwoest
destroyed

‘that large tracts of farmland and infrastructure have been destroyed’
(De Sutter 2007, ex. 27)

2.3 The dative alternation

The dative alternation is one of the most extensively researched alternation phe-
nomena of the English language (Wolk et al. 2013: 385), and many different fac-
tors affecting the choice of dative alternant have already been discovered. For
instance, previous research found that individual verbs favour one alternant over
the other, and that below the lexical level of verbs, their specific semantic use also
influences the outcome (Bernolet, Colleman, and Hartsuiker 2014; Bernolet and
Colleman 2016). Nonetheless, these lexical and semantic effects are not determin-
istic: they can be overridden by other factors that apply probabilistically. Most
importantly, several features of the theme and recipient influence syntactic struc-
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ture regardless of the preferences of the verb: a constituent that is simple, ani-
mate, definite and pronominal tends to precede a constituent that is complex,
inanimate, indefinite and non-pronominal (Bresnan et al. 2007; Bresnan and
Ford 2010; also see the language-internal variables included in the multifactor-
ial investigations of the English dative alternation by Röthlisberger, this volume,
and Gerwin and Röthlisberger, this volume). Contrary to the Complexity Prin-
ciple, such factors do not assume that the complexity of the environment or the
syntactic variants themselves affect speakers’ choices between the alternants of
the dative alternation but instead suggest that speakers position the constituents
according to their relative properties. More generally, speakers appear to follow
a simple-before-complex strategy in the sense of Easy First (MacDonald 2013): a
simple theme with a relatively complex recipient favours the prepositional dative,
whereas the opposite pattern prompts double-object datives. Hence, in addition
to the lexical complexity predictors operationalized to reflect the Complexity
Principle, which assess the lexical complexity of the environment a dative vari-
ant occurs in, the statistical models will also include a number of variables that
capture the possibility that speakers position the constituents within a variant on
the basis of their (relative) lexical complexity.

Although such a processing strategy appears to apply in English, it is possible
that Dutch speakers process dative structures differently, mainly due to the fact
that, contrary to English, the position of the verb in the Dutch verb phrase is
not fixed. All verbs follow their complements in subordinate clauses, as in Exam-
ple (3). In main clauses, the main verb only precedes its complements if it is
finite; if the main verb is combined with one or more auxiliaries and appears as
a part participle or infinitive, it is positioned towards the end of the clause and
is separated from the conjugated verb by the so-called middle field, which fea-
tures linguistic material between the verbal elements, as in Example (4) (Piai et al.
2013: 297; Bloem, Versloot, and Weerman 2017: 105).

(4) <SDC: comp-a:fv400785:195>ze
they

hebben
have

mij
me

dat
that

dikwijls
often

gezegd1

said
‘They have often said that to me’

1. The constituents are frequently realized after the verbal cluster to prevent long middle fields.
Instead of (4), one may hear: ze hebben dat dikwijls gezegd tegen me (‘they have that often said
to me’).
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3. Methods and data2

3.1 Operationalizing lexical complexity

The reaction times reported by the British Lexicon Project (henceforth BLP)
(Keuleers et al. 2012) and the Dutch Lexicon Project 2 (henceforth DLP 2)
(Brysbaert et al. 2016) can only proportionally reflect the actual lexical processing
complexity speakers experienced when producing the utterances that figure in
the corpora. This is intuitively plausible considering that there are virtually no
reaction times under 450 milliseconds in either megastudy database even though
speakers obviously do not pause for half a second between each word in speech.
Nonetheless, lexical complexity is not different from other processing-related fac-
tors in this respect, and the way it was operationalized resembles one of the
strongest predictors of the dative alternation, namely the principle of end-weight
(Wasow 1997a, 1997b), which states that shorter constituents tend to precede
longer ones. The principle of end-weight is typically operationalized by compar-
ing the (relative) length of whole constituents. Likewise, most lexical complex-
ity predictors used in this chapter derive from the complexity of the theme and
recipient constituents, which I compute as the sum of the reaction times of all
words they contain, including articles, numerals, determiners, adjectives as well
as various post-nominal modifiers. Admittedly, the sum of the reaction times of
all words in the noun phrase does not perfectly reflect the processing resources
needed to encode all lexical material, provided language processing does not nec-
essarily proceed on a constituent-by-constituent basis. However, the same applies
to the operationalization of the principle of end-weight. The decision time associ-
ated with the preposition (to/aan) in prepositional datives is not included in the
sum. For one, it does not form part of the noun phrase, but more importantly, it
is unjustified to include its processing cost according to the Complexity Principle
(Rohdenburg 1996) because the principle implies that speakers favour the gram-
matically more explicit prepositional variant only after they assessed the process-
ing complexity of the environment.

The databases required a slightly different approach since the BLP reports on
the lexical complexity of words no longer than two syllables, whereas the DLP
2 includes words of any length. The BLP, however, has the advantage that it is
not restricted to uninflected forms. For the DLP 2 to return a reaction time for
a given inflected word, it was necessary to first convert it into its lemma, while
the BLP allows for a first query directed at the words as they appear in the obser-

2. Data and R script can be downloaded from the Open Science Framework: https://osf.io
/hw2yr/.
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vations, i.e. with their accompanying morphology. If a given word did not fig-
ure in the BLP, I tried to retrieve a reaction time for its lemma form. Mostly, the
inflections that were removed to obtain lemma forms concerned plural and ver-
bal agreement as well as the comparative and superlative form of adjectives. Addi-
tionally, derivations resulting from productive mechanisms of word formation
(see Bauer 2005 for a discussion of productivity) without corresponding entries
were also converted into their underived stem, which then formed the object of a
second search in the relevant database. For instance, the Dutch derivation eens-
gezindheid (‘single-mindedness’), which is composed of the adjective eensgezind
(‘single-minded’) and the noun-deriving suffix -heid, would be converted to the
adjective eensgezind from which the noun is originally derived. Likewise, com-
pound nouns were separated into their components, for which the reaction times
were retrieved through separate queries. If the different types of supplementary
queries did not return a reaction time, I used the mean reaction time of all words
in the relevant syntactic position to substitute for the missing values.

The question arises as to whether lemma forms adequately reflect the pro-
cessing demands associated with inflected forms. In this regard, the literature
distinguishes between dual- and single-route models on the processing of mor-
phologically complex words (Dressler 2012: 1). Simply put, single-route models
claim that words are stored and retrieved as a whole regardless of their morpho-
logical makeup, which implies that the complexity of a lemma is not necessarily
linked to that of its inflected forms, whereas dual-route models assume that the
cognitive resources needed to process complex words roughly equals the sum of
the resources needed for coding each of its morphemes, so that there is a corre-
lation between the processing costs of a lemma and its inflected forms. Alterna-
tively, both strategies may apply simultaneously (see Plag 2003:47–51), but since
the exact strategy employed has to be determined on a word-by-word basis as it
were, the methodology adheres to a strictly dual-route model.

The approach to operationalizing lexical complexity is exemplified in Table 1
for Example (5).

(5) Which is why you send one standard CV to all ba all places
<ICE: GB:S1A-038:156>

Table 1. Schematic depiction of the operationalization of lexical complexity for the
constituents

Lexical item(s) Reaction time in ms. Lexical complexity

Recipient All + places 529.53 + 583.97 1113.5

Theme One + standard + CV 486.92 + 545.84 + 540.11 1572.87
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Table 1 shows that only the complexity of wholly produced words was used to com-
pute the lexical complexity of the noun phrases. It would be unjustified to attach
a full-fledged reaction time to disfluencies in speech, which may in fact facilitate
processing because they buy speakers more planning time without them having to
process new lexical material (see Nicholson 2007; Tottie 2014 on disfluencies).

3.2 The corpora

To match the varieties covered by the BLP and the DLP 2, I make use of the British
English component of the International Corpus of English (ICE, see Greenbaum
1996), and the Flemish fraction of the Spoken Dutch Corpus (SDC, see Oostdijk
2000). To model the dative alternation in English specifically, I reanalysed the
British English dataset compiled by Röthlisberger (2018).

The data consists of observations stemming from spoken language, which
is said to be more representative of processing-related effects (Kemmerer 2015).
The same is true from the perspective of a resource-limitation model on pro-
cessing, because spoken production must be completed within a limited time
interval (Pinker 1994: 161–162). By contrast, writers can pause to free processing
resources, which entails that processing principles should have less impact on
syntactic structure in written language.

3.3 Delimiting dative contexts

Perl scripts were used to automatically extract dative observations from the cor-
pus material. The script first searched for instances of alternating verbs using a
predetermined list based on the findings from previous literature. If certain Eng-
lish verbs were not found to alternate, possibly due to the limited size of the
ICE, Röthlisberger (2018) checked their distribution again in the much bigger
GloWbE-corpus (see Davies and Fuchs 2015). If there were at least five instances
of each alternant for each verb, the verb was retained in the final verb list for
English. For the Perl script on Dutch, the relevant verbs were retrieved from the
work of Colleman (Colleman 2006; also see Colleman 2009), who reports on
their distribution in each structural variant for a part of the CONDIV-corpus (see
Grondelaers et al. 2000). The verbs that occurred at least five times in each vari-
ant in Colleman’s study (2006) were retained for the final Dutch verb list in the
present study.

In practice, only the observations where the verb allows for both structures
without any change in truth-conditional meaning were kept in the sample, which
excludes fixed idioms (cut him some slack), beneficiary constructions (he makes
her some soup), and prepositional structures encoding a spatial goal (they bring
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it to the store) (Bresnan et al. 2007: Appendix; Röthlisberger, Grafmiller, and
Szmrecsanyi 2017). Moreover, I did not include observations where the con-
stituents appear in a non-canonical word order. That is to say, double-object
datives in which the theme precedes the recipient (6) and prepositional datives
in which the prepositional recipient precedes the theme (7) were excluded from
the dataset. The same applies to structures in which one of the two constituents is
fronted (8).

(6) en
and

uh
uh

vanmorgen
this-morning

belt
calls

ie
he

en
and

‘k
I

zei
said

het
it

hem
him

<SDC: comp-a:fv400695:170>‘and uh, he called this morning and I said it to
him’

(7) en
and

vraag
ask

ik
I

aan
to

de
the

Gentenaars
Ghent-citizens

de
the

nodige
necessary

stemmen
votes

om
to

dan
then

kandidaat
candidate

<SDC: comp-f:fv600604:151>to
te

can
kunnen

be
zijn

‘And I ask the citizens of Ghent for the necessary votes in order to become a
candidate’

(8) de
the

grote
big

projecten
projects

houden
keep

ze
they

zelf
themselves

en
and

de
the

kleintjes
small-ones

geven
give

ze
they

aan
to

<SDC: comp-a:fv400560:43>uh
uh

beginnelingskes
small-beginners

beginnelingskes
small-beginners

‘They keep the big projects for themselves and give the small ones to beginners’

Importantly, particle verbs were excluded from the English sample (see
Röthlisberger, Grafmiller, and Szmrecsanyi 2017), but not from the Dutch sample.
The procedure yielded a total of 523 English observations and 379 Dutch observa-
tions.

3.4 Annotation procedure

3.4.1 Theme and recipient lexical complexity
In accordance with Easy First (MacDonald 2013), I expect lexically complex con-
stituents to follow less complex ones. Provided constituents are processed as a
whole (see the discussion in Section 3.1), it makes sense that heavier constituents
entail more lexical complexity by default. In the classification models, the com-
plexity of the themes and the recipients are glossed 'ThemeRt' and 'RecipientRt'
respectively. In accord with the hypothesis, Figure 1 reveals that in English (but
not in Dutch), the proportion of double-object datives diminishes as the lexical

334 Tanguy Dubois



complexity of the recipient increases, whereas complex themes occur more often
in double-object datives in both languages.

Figure 1. Smoothed conditional means of the proportion of double-object datives by the
standardized z-scores of RecipientRt (top half ) and ThemeRt (bottom half ) for English
(left) and Dutch (right)

3.4.2 Lexical complexity difference
The lexical complexity difference measures the relative complexity of the con-
stituents in a given dative structure by subtracting the lexical complexity of the
theme constituent from that of the recipient. Following Easy First, it is again
hypothesized that lexically complex constituents are postponed. This assumption
is borne out in the data (see Figure 2): as the difference becomes larger, i.e. as the
recipient becomes increasingly more complex than the theme, the proportion of
double-object datives decreases. In the models, the predictor is glossed as ‘Rec-
ThemeDifference’. Both the relative complexity of the constituents and their indi-
vidual complexity are included as predictors, because speakers may simply utter
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whichever complement is processed first without assessing the complexity of both
as implied by the lexical complexity difference (Arnold et al. 2000: 33).

Figure 2. Smoothed conditional means of the proportion of double-object datives by the
standardized z-scores of RecThemeDifference for English (left) and Dutch (right)

3.4.3 Preceding word(s) lexical complexity
Following the findings by Bloem, Versloot, and Weerman (2017), I add a predictor
variable on the complexity of the word preceding the first constituent, when speak-
ers arguably decide which dative structure to employ. When the preceding word
is relatively complex, it should strain syntactic processing, causing the speaker
to prefer the prepositional dative according to the Complexity Principle
(Rohdenburg 1996). In practice, the preceding word was almost always the alter-
nating verb itself in both languages, which can be problematic given that the DLP 2
only lists the reaction times for lemma forms, so that all instances of one same lex-
ical verb correspond to a single reaction time in the dataset. This single value can
then function as an identifier through which the model may capture verb-specific
preferences for either variant. To make it more difficult for the model to detect
such associations, I added another predictor variable that considers the complex-
ity of the two preceding words. The relevant predictors are labelled ‘PrecWordRt’
and ‘PrecWordsRt’ respectively. Notwithstanding the rather large confidence inter-
vals at the extremities of the line graphs in Figure 3, it seems that lexically complex
preceding word(s) either favour the double-object (single word) or do not greatly
affect the distribution of the dative variants (two words), contrary to the hypothe-
sis.
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Figure 3. Smoothed conditional means of the proportion of double-object datives by the
standardized z-scores of PrecWordRt (top half ) and PrecWordsRt (bottom half ) for
English (left) and Dutch (right)

3.4.4 Complexity of the constituents
The sum of the lexical complexity of the theme and the recipient, glossed ‘Rec-
ThemeRt’, measures the lexical complexity of a linguistic environment comprised
of both constituents. If the environment is highly complex, the Complexity Prin-
ciple predicts that speakers opt for the more explicit prepositional dative
(Rohdenburg 1996: 151). However, the distribution of the data suggests otherwise
in both languages (Figure 4): The more complex the constituents, the more fre-
quent the double-object dative.
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Figure 4. Smoothed conditional means of the proportion of double-object datives by the
standardized z-scores of RecThemeRt for English (left) and Dutch (right)

3.4.5 Complexity of the constituents and their preceding word(s)
To allow the linguistic environment to involve more linguistic material than the
theme and recipient constituents, the combined complexity of the constituents and
the word(s) that immediately precede(s) them are also included as predictor vari-
ables, labelled as ‘PrecWordRecThemeRt’ and ‘PrecWordsRecThemeRt’, respec-
tively. To quantify the lexical complexity of these larger environments, I compute
the sum of the complexity of the constituents and that of the word(s) preceding the
first complement, so PrecWordRecThemeRt and PrecWordsRecThemeRt are com-
puted as RecThemeRt + PrecWordRt and RecThemeRt + PrecWordsRt, respec-
tively. A relatively more complex linguistic environment should induce a preference
for the more explicit syntactic variant following the Complexity Principle, but the
data once again points to the opposite pattern (Figure 5): the more complex the lin-
guistic environment, the higher the proportion of double-object datives.
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Figure 5. Smoothed conditional means of the proportion of double-object datives by the
standardized z-scores of PrecWordRecThemeRt (top half ) and PrecWordsRecThemeRt
(bottom half ) for English (EN, left) and Dutch (DU, right)

3.4.6 Filtering of the data and supplementary predictor variables
Once the observations were coded for the lexical complexity predictors, I checked
whether there were words for which the mega-studies could not return a reaction
time. The DLP 2 contained almost all words that figured in the observations,
albeit in uninflected form. As a result, all 379 observations retained after the first
manual filtering of the script output were also kept in the final dataset. By con-
trast, the BLP did not cover the attested words nearly as systematically, so that
the English sample was filtered again to only keep the observations for which at
least 90% of the words relevant for the lexical complexity variables had a corre-
sponding entry in the English database. The final English dataset then contained
445 observations of which 75% are double-object datives. The distribution in the
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Dutch sample is similar (as indicated by a chi-square test): double-object datives
also cover approximately three-quarters of the sample (72%). The distribution of
the alternants in each language is presented in Table 2.

Table 2. Distribution of the dative alternation according to dative type in the English and
Dutch (X² =1.12, df =1, p =0.29)

Double-object dative Prepositional dative

English 335 (75%) 110 (25%)

Dutch 273 (72%) 106 (28%)

To properly replicate human speech behaviour in natural contexts (Klavan and
Divjak 2016), I added the following variables concerned with the properties of
themes and recipients in both samples: their relative length, discourse status,
pronominality, definiteness and syntactic complexity. The recipients were also
coded for animacy. To cater to the differences between both languages regarding
the verb phrase, the Dutch sample was coded for three additional variables that
have no counterpart in the English dataset: verb position, verb complexity and
middle field.

3.4.7 Weight difference
Previous research revealed that the principle of end-weight (Behaghel 1909;
Wasow 1997a, 1997b), which predicts that longer constituents follow shorter ones,
is one of the most impactful factors guiding the choice of dative alternant (Arnold
et al. 2000; Bresnan 2007; Bresnan et al. 2007; cf. also various contributions in
this volume, specifically the chapters by Gerwin and Röthlisberger, and Röthlis-
berger, on English, as well as the chapters by Rauth and by Ussery and Petersen on
German and Faroese, respectively). To operationalize the principle as a variable,
I subtract the length (in letters) of the theme constituent from that of the recipi-
ent. The predictor is named ‘WeightDifference’ in the models. The distribution of
the variable (Figure 6) follows the principle of end-weight and is very similar to
that of the lexical complexity difference between constituents (RecThemeDiffer-
ence see Section 3.4.2): the proportion of double-object datives decreases as the
recipient becomes longer.
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Figure 6. Smoothed conditional means of the proportion of double-object datives by the
standardized z-scores of WeightDifference for English (left) and Dutch (right)

3.4.8 Discourse status
The given-before-new principle predicts that discourse-given referents precede
discourse-new ones (Bresnan and Ford 2010; Bernaisch, Gries, and Mukherjee
2014). The relevant predictor variables are labelled ‘ThemeGivenness’ and ‘Recip-
ientGivenness’.

A noun phrase was automatically coded as ‘given’ if its head, in lemma form,
was mentioned among the 100 words preceding the alternating verb, except for
personal pronouns, which were considered discourse-given by default (see Röth-
lisberger, this volume, for motivation of this operationalization strategy). The
same method was applied for Dutch except for those instances where the verb
follows its constituents, in which case the query searched within the 100 words
preceding the first constituent. The automatic procedure could generate false pos-
itives for lexical items that are highly frequent, but which do not necessarily refer
to the same entity in discourse. Since this mostly concerned third-person pro-
nouns, their discourse status was checked manually after the automatic anno-
tation procedure. Figures 7 and 8 show that the data adheres to the
given-before-new principle in both languages. While prepositional datives repre-
sent only roughly one quarter of each sample (see Table 2 above), they account for
the majority of discourse-new recipients and approximately half of all discourse-
given themes.
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Figure 7. Distribution of the discourse status of the recipient for each dative variant in
English (X2 = 88.49, df= 1, p< 0.001. Cramér’s V= 0.47) and Dutch (X2 =128.26, df =1,
p <0.001. Cramér’s V =0.58)

Figure 8. Distribution of the discourse status of the theme for each dative variant in
English (X2 = 45.51, df= 1, p< 0.001. Cramér’s V= 0.32) and Dutch (X2 =21.01, df =1,
p <0.001. Cramér’s V =0.24)

3.4.9 Pronominality
In accordance with the previous literature, I expect pronominal recipients to
favour double-object datives and pronominal themes to encourage the use of
prepositional datives (e.g. Bresnan and Ford 2010). The data appears to follow
this trend, as shown by Figures 9 and 10. The binary variable considers all sorts of
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pronouns, including personal pronouns, interrogative pronouns, indefinite pro-
nouns as well as demonstrative and discourse-deictic pronouns (e.g. this/that
referring to a whole event/several sentences rather than just a single entity).

Figure 9. Distribution of the pronominality of the recipient for each dative variant in
English (X2 = 92.77, df= 1, p< 0.001. Cramér’s V= 0. 46) and Dutch (X2 =128.43, df =1,
p <0.001. Cramér’s V =0.58)

Figure 10. Distribution of the pronominality of the theme for each dative variant in
English (X2 = 124.34, df= 1, p< 0.001. Cramér’s V= 0.53) and Dutch (X2 =35.51, df =1,
p <0.001. Cramér’s V =0.31)
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3.4.10 Syntactic complexity
Syntactically complex noun phrases are expected to be postponed according to
Easy First (MacDonald 2013). To capture syntactic complexity in the observa-
tions, the variable simply operates along a binary distinction between ‘simple’
and ‘complex’ noun phrases. Figures 11 and 12 indeed show that in double-object
datives, recipients are mostly simple whereas themes are more likely to be syn-
tactically complex. The opposite pattern is true of prepositional datives. The vari-
ables are glossed ‘ThemeComplexity’ and ‘RecipientComplexity’.

All material following the head noun was said to result in syntactic complexity
as long as it formed part of the noun phrase (Berlage 2014, discussed in
Röthlisberger, Grafmiller, and Szmrecsanyi 2017), regardless of whether the head
noun was semantically modified. Hence, the theme was considered syntactically
complex in Example (9) because its head noun, handvol (‘handful’), is followed
by dadels (‘dates’). A quantifying noun such as handvol was only considered as the
head of the noun phrase if it was used in its original meaning. Because dates can
be counted in handfuls, handvol is the head noun. However, in een hoop mensen
(‘a lot of people’, lit. ‘a pile of people’), mensen would be the head noun since peo-
ple cannot be counted in piles.

(9) <SDC: comp-o:fv800232:18>Ze
She

geeft
gives

ons
us

elk
each

een
a

handvol
handful

dadels
dates

‘She gives each of us a handful of dates’

Figure 11. Distribution of the syntactic complexity of the recipient for each dative variant
in English (X2 = 56, df= 1, p< 0.001. Cramér’s V= 0.36) and Dutch (Fisher’s exact test:
p <0.001. Cramér’s V =0.3)
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Figure 12. Distribution of the syntactic complexity of the theme for each dative variant in
English (X2 = 36.16, df= 1, p< 0.001. Cramér’s V= 0.29) and Dutch (Fisher’s exact test:
p <0.001. Cramér’s V =0.3)

3.4.11 Definiteness
Definite constituents are expected to precede indefinite ones in dative contexts
(Bresnan et al. 2007; Bresnan and Ford 2010; Röthlisberger, Grafmiller, and
Szmrecsanyi 2017). To determine whether a given theme or recipient is either ‘def-
inite’ or ‘indefinite’, Röthlisberger and colleagues (2017) consulted the list made by
Garretson et al. (2004), who classify noun phrases according to whether they can
fill the pivot position of existential sentences (see Beaver, Francez, and Levinson
2006: 19). The procedure yielded a list of definite noun-phrase types that was used
to automatically determine the definiteness of English noun phrases in the sam-
ple. The same list was used to annotate the Dutch sample. Admittedly, the types
of definite noun phrases in Dutch may not completely overlap with those listed by
Garretson and colleagues for English. When in doubt, I relied on my intuitions as
a native speaker of Dutch. In accord with the hypothesis, indefinite recipients and
definite themes are overrepresented in prepositional datives (Figures 13 and 14).
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Figure 13. Distribution of the definiteness of the recipient for each dative variant in
English (X2 = 49.73, df= 1, p< 0.001. Cramér’s V= 0.33) and Dutch (Fisher's exact test:
p <0.001. Cramér’s V =0.23)

Figure 14. Distribution of the definiteness of the theme for each dative variant in English
(X2 = 16.68, df= 1, p< 0.001, Cramér’s V= 0.19) and Dutch (X2 =23.31, df =1, p <0.001,
Cramér’s V =0.25)
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3.4.12 Recipient Animacy
Animate referents are expected to precede inanimate referents (Bresnan et al.
2007; Bresnan and Ford 2010). Originally, the animacy variable for English oper-
ated along a five-way distinction that was simplified to a more coarse-grained
binary distinction between animate and inanimate recipients (see Wolk et al.
2013; Röthlisberger, Grafmiller, and Szmrecsanyi 2017). For Dutch, I directly
annotated the recipients as either animate or inanimate depending on whether or
not the recipient refers to a human or animal (see Bresnan et al. 2007). The dis-
tribution of the data (Figure 15) indicates that there is a disproportionately large
number of inanimate recipients in prepositional datives, as expected.

Figure 15. Distribution of the animacy of the recipient for each dative variant in English
(X2 = 16.41, df= 1, p< 0.001. Cramér’s V= 0.19) and Dutch (X2 =42.44, df =1, p <0.001.
Cramér’s V =0.34)

3.4.13 Verb position
Contrary to English, the position of the verb with respect to its complements is
not fixed in Dutch. Although the alternating verb sometimes occurs after its com-
plements, speakers of Dutch have been found to be sensitive to verb- and sense-
specific preferences when choosing between the dative variants (e.g. Colleman
2009; Bernolet and Colleman 2016), so Dutch speakers must probably accommo-
date these verb-specific preferences prior to encoding the alternating verb itself.
Hence, we distinguish between verb phrases where the main verb occurs before
its complements and head-final verb phrases where the main verb occurs after its

The Complexity Principle and lexical complexity in the dative alternation 347



complements (see 2.3). The predictor is glossed ‘VerbFinal’ in the Dutch model.
Provided that head-final verb phrases are more complex, the Complexity Princi-
ple predicts that head-final verb phrases should prefer the prepositional dative,
which is confirmed by the data (Figure 16).

Figure 16. Distribution of the position of the verb for each dative variant in Dutch
(X2 = 15.83, df= 1, p< 0.001. Cramér’s V= 0.2); "No" = Non-final position; "Yes" = final
position

3.4.14 Verb complexity
Since particle verbs were not removed from the Dutch sample, I introduced a
binary variable on the morphological complexity of the alternating verb. For a
verb to be marked as ‘complex’, it had to contain a particle that could be separated
from its verb stem, although the particle did not have to be separated in the actual
observation. Since the particle is a characteristic proper to the lexical entry of the
verb and has a processing cost of its own (see Piai et al. 2013), regardless of how it
comes to be realized in syntax, I argue that it is sufficient to test whether a given
particle verb could theoretically be separated. According to the Complexity Prin-
ciple, complex verbs should prefer prepositional datives. Although prepositional
datives incorporate a slightly larger proportion of complex verbs, the pattern does
not reach statistical significance (see Figure 17). The variable is named ‘VerbBin-
Complexity’ in the Dutch model.
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Figure 17. Distribution of the complexity of the verb for each dative variant in Dutch
(X2 = 1.41, df= 1, p= 0.24)

3.4.15 Middle field
In Dutch main clauses that have at least one auxiliary verb, the main verb follows
its complements whereas the finite auxiliary verb precedes them, which results in
a middle field between the auxiliary verb and the main verb where the comple-
ments occur (see Example (4)). Since such centre-embedded structures are noto-
riously difficult to parse (e.g. Hawkins 1999:255, 2004), dative structures with
middle fields are expected to be harder to produce, which entails that they should
cause a preference for prepositional datives according to the Complexity Princi-
ple. A first look at the data indicates that the choice of dative variant is not signif-
icantly linked to the presence of a middle field (see Figure 18).

The binary variable 'MiddleField' captures whether both the heads of the
theme and recipient constituents were contained within such an intervening mid-
dle field. Other than that, it was irrelevant which verbal elements were at the ori-
gin of the middle field, so observations like (10), where the detachable particle op
creates a middle field, were also taken into account.

(10) en
and

dat
that

brengt
brings

mij
me

vijftienduizend
fifteen-thousand

frank
francs

per
per

maand
month

op
on

<SDC: comp-d:fv700199:176>‘And that brings me fifteen thousand francs per
month.’

Likewise, Example (11) was deemed to have a proper middle field even though the
relative clause linked to the theme head is expressed after the main verb.

The Complexity Principle and lexical complexity in the dative alternation 349



(11) Ze
They

mogen
may

mij
me

alle
all

boeken
books

komen
come

tonen
show

die
that

die
that

ze
they

willen
want

lezen
read

<SDC: comp-b:fv400166:110>‘They may come show me all the books they
want to read.’

Figure 18. Distribution of middle fields for each dative variant in Dutch (X2 = 0.06, df= 1,
p =0.8); "No" = no middle field present; "Yes" = middle field present.

The annotation of verb position and middle field capture similar phenomena to
the extent that both relate to the position of the verbal elements. They differ, how-
ever, in that verb position primarily looks at whether the dative verb typically
occurs at the end of the clause regardless of whether the verb occurs after its
complements, whereas the middle-field predictor captures whether the dative
constituents (both theme and recipient) occur between verbal elements. For
instances, cases like Hij heeft een boek doorgestuurd aan Jan (‘he has sent a book
to Jan’) were coded as verb-final since the main verb is typically clause-final when
the verb group contains an auxiliary (heeft), but they were not considered to have
a middle field because the head of the recipient aan Jan does not occur between
the auxiliary heeft and the main verb doorgestuurd due to extraposition.

3.5 Statistical analysis: Conditional random forest analysis

To model the dative alternation, I turn to Conditional Random Forest analysis
(henceforth CRF) as implemented in R’s (R Development Core Team 2017) party
package (Hothorn et al. 2006; Strobl et al. 2007, 2008). Like regression models,
a CRF predicts the outcome of a response variable in the presence of a number
of predictors and gives an indication of predictor strength by generating many
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Conditional Inference Trees (Tagliamonte and Baayen 2012: 159). The algorithm
behind conditional inference trees tries to find associations between the response
variable and the predictors in order to partition the data. Such conditional infer-
ence trees are grown for different subsamples of the observations, so that each
tree has at its availability a training set on which to base its associations as well
as a test set composed of the remaining observations (Tagliamonte and Baayen
2012: 159–160). Therefore, CRF is particularly well-equipped to derive classifica-
tion models from samples containing relatively few observations that are anno-
tated for many predictors (Levshina 2015:291). Moreover, CRF is robust against
multicollinearity between the values of the different predictor variables – as is
the case for the lexical complexity variables (Tagliamonte and Baayen 2012: 161).
Also see Gerwin and Röthlisberger (this volume) for another application of this
method to the dative alternation.

4. Results

4.1 CRF analysis of the English dataset

Figure 19. Importance ranking of the predictors of the dative alternation in English. The
red vertical dash represents the cut-off value for predictor strength. The CRF correctly
predicts 91% of dative outcomes and C =0.97
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Inspection of the distributions of the supplementary variables for each alternant
in Section 3 suggests that all variables affect the alternation in the expected direc-
tion according to the literature: constituents that are short, pronominal,
discourse-given, discourse-new, syntactically simple and definite precede long,
non-pronominal, discourse-new, syntactically complex and indefinite con-
stituents. Figure 19 shows that the relative lexical complexity of the constituents
yields the strongest predictor in English. The line graphs displayed in Figure 2
above reveal that double-object datives tend to have comparatively low values for
this predictor, which indicates that the recipient is generally simpler in double-
object datives than in prepositional datives. Next follows the pronominality of
the theme constituent, which is separated from its lexical complexity by one of
the strongest predictors of the dative alternation according to the literature, viz.
the principle of end-weight (Behaghel 1909; Röthlisberger, Grafmiller, and Szm-
recsanyi 2017). The model then reveals the importance of a number of recipient
properties, namely the recipient’s pronominality, lexical complexity, and dis-
course status. The last two predictors of the upper half of the model are the
discourse status of the theme and the syntactic complexity of the recipient.
According to Figure 1, the lexical complexity of the theme and the recipient
individually affect speakers’ behaviour in the expected direction: highly complex
recipients appear in prepositional datives, whereas complex themes are typical of
double-object datives.

The first predictor in the bottom half of the ranking is RecThemeRt, which is
the highest ranking predictor that measures the lexical complexity of larger lin-
guistic environments, namely, in this case, the environment composed of both
constituents. It is followed by the syntactic complexity of the theme and the def-
initeness of the theme and the recipient. These predictors precede the remaining
predictors on the lexical complexity of environments and the predictors on the
lexical complexity of the preceding word(s), which barely exceed the weakest pre-
dictor, namely the animacy of the recipient. In addition to being rather weak, the
behaviour of the predictor variables on the lexical complexity of environments
runs counter to the predictions of the Complexity Principle: highly complex
environments induce a slight preference for the double-object dative instead of
the grammatically more explicit prepositional dative, as can be inferred from
Figure 4.

4.2 CRF analysis of the Dutch-language dataset

All variables known from research on English also match the expected effect
direction in Dutch. According to the classification model shown in Figure 20, it
is the properties of the recipient that exert the greatest influence on the behav-
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Figure 20. Importance ranking of the predictors of the dative alternation in Dutch. The
red vertical dash represents the cut-off value for predictor strength. The CRF correctly
predicts 90% of dative outcomes and C =0.96

iour of speakers of Dutch regarding the dative alternation, as suggested by the fact
that recipient pronominality possesses the most predictive power and that the dis-
course status of the recipient comes second. Although the relative lexical complex-
ity of the constituents is the highest ranking predictor in the English model, it is
preceded by the relative length of the constituents in Dutch (in addition to recip-
ient pronominality and givenness). The distribution of the lexical complexity dif-
ference in Figure 2 above indicates that complex recipients prompt prepositional
datives. The lexical complexity of the recipient and the theme immediately follow
the predictor on their relative lexical complexity, so they also outperform most
of the traditional supplementary variables. As in English, they point to a simple-
before-complex strategy. Then follow the syntactic complexity of the theme con-
stituent, the animacy of the recipient, which plays a more important role in Dutch
compared to English and the definiteness of the theme. Compared to English, the
predictors capturing the lexical complexity of linguistic environments in Dutch
have more predictive power and their order is reversed: as the size of the environ-
ment decreases, so does the predictor's importance. As in English, though, rela-
tively complex dative environments associate with the double-object dative rather
than the more explicit prepositonal dative, as indicated by Figure 4 above. These
predictors are followed by the pronominality of the theme, the complexity of the
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recipient, and the discourse status of the theme, which are ranked much higher
in the English CRF. The definiteness of the recipient exerts a small influence,
together with the verb position of the verb phrase: 48% of all head-final dative
verb phrases occur in prepositional datives (see Figure 16). The complexity of the
words preceding the first constituent and the remaining properties of the verb
phrase barely have any predictive power.

5. Discussion

As explained in Sections 2.2 and 2.3, the lexical complexity predictors can be
divided into two groups depending on the processing strategy they are meant
to capture. The individual complexity of the word(s) preceding the first con-
stituent and the predictors that measure the complexity of larger environments
are designed to reveal the effects of the Complexity Principle (Rohdenburg 1996,
2007, 2016). By contrast, the lexical complexity difference and the complexity of
the theme and the recipient individually capture whether speakers adopt a simple-
before-complex strategy and plan which syntactic variant to use based on the
complexity of the individual constituents instead of considering the cumulative
complexity of both, as posited by Easy First (MacDonald 2013). The different lex-
ical complexity predictors are portrayed in Table 3, together with their ranking in
the CRFs and their effect directions with respect to the dative outcome according
to the descriptive plots in Section 3.4.

The first research question asks how the lexical complexity predictors com-
pare against the traditional predictors of the dative alternation, such as the length,
pronominality, definiteness, discourse status and definiteness of the theme and
the recipient. Table 3 shows that the simple-before-complex group of lexical com-
plexity predictors yields the most reliable predictions. More concretely, the lexical
complexity difference that captures the relative complexity of the constituents per-
forms best and even precedes the principle of end-weight in English. The predictor
does not distinguish between the dative variants as efficiently in Dutch, but it still
outranks most traditional predictors inferred from previous work on the dative
alternation: only the relative length of the constituents, the pronominality of the
recipient and its discourse status form stronger associations with the dative out-
come. The fact that the relative length of the constituents holds more or less the
same predictive power as their relative lexical complexity is no surprise since both
are highly correlated (Pearson’s R= 0.96 for Dutch, 0.93 for English). This correla-
tion partially results from the similar operationalization of the predictors as both
depend on the number of words in the constituent. Both variables are similar from
a theoretical perspective as well given that the relative length of the constituents
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Table 3. Summary table of the lexical complexity predictors with their ranking and effect
direction. Underlined numbers indicate that the predictor figures among the upper half
of the relevant CRF

Processing
strategy

English
CRF

Ranking

Dutch CRF
Ranking

Effect direction for
increasing lexical complexity

Lexical complexity
difference

Simple
before
complex

 1  4 Prepositional dative

Theme lexical
complexity

Simple
before
complex

 4  6 Double-object dative

Recipient lexical
complexity

Simple
before
complex

 6  5 Prepositional dative

Constituents
complexity

Linguistic
environment

10 12 Double-object dative

Const. + prec.
word complexity

Linguistic
environment

14 11 Double-object dative

Const. + prec.
words complexity

Linguistic
environment

15 10 Double-object dative

Preceding word Linguistic
environment

16 18 No effect

Preceding word(s) Linguistic
environment

17 19 No effect

can also be used as a measure of the relative (syntactic) complexity of the con-
stituents (Bresnan et al. 2007; Bresnan and Ford 2010).

The predictors that measure lexical complexity on the level of larger linguistic
environments, i.e. the combined complexity of the theme and recipient con-
stituents plus one or two preceding words, are not as important explanatorily
and barely have any predictive power in English. In Dutch, these predictors have
a comparatively stronger effect: they are ranked higher than the pronominality
and discourse status of the theme as well as the definiteness and syntactic com-
plexity of the recipient. The lexical complexity of the word(s) preceding the first
constituent is insignificant in both models, and apparently, it also does not con-
tribute to the complexity of linguistic environments in English, since it is the com-
plexity of both constituents without any preceding words that is ranked highest
in the CRF. In Dutch, the larger linguistic environments perform slightly better
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than the smaller environment consisting of both constituents only. This finding is
perhaps not surprising since previous research on the dative alternation yielded
robust classification models without consideration for the properties of preced-
ing words (Bresnan et al. 2007; Bresnan and Ford 2010; Röthlisberger et al. 2017).
Possibly, speakers have already catered to the processing demands of these words
when they have to realize the first dative constituent, with the possible exception
of certain pronunciation-related costs. In any case, the fact that both models show
that lexical complexity provides reliable predictors strongly suggests that lexical
complexity contributes to speakers’ choice of alternant in the dative alternation. It
should therefore be taken into account if one wants to properly replicate the prob-
abilistic grammars of speakers of English and Dutch (Klavan and Divjak 2016).
In fact, additional tests show that the lexical complexity predictors alone suffice
to create robust models that properly fit the data in both languages for a concor-
dance index of .97 in English and .95 in Dutch.

As for the second research question regarding how to best operationalize lex-
ical complexity, the models reveal that lexical complexity has the most predic-
tive power when it is operationalized as a measure of the relative complexity of
the constituents. The lexical complexity difference reveals that simple constituents
tend to precede more complex ones, and by doing so, it operates like the other
traditional predictors of the dative alternation (see Bresnan and Ford 2010), indi-
cating that speakers adopt a simple-before-complex strategy in accord with Easy
First (MacDonald 2013). Alternatively, the relevance of the predictors concerned
with the lexical complexity of the theme and the recipient individually suggests
that speakers may produce the constituents once they are processed individually
instead of first gauging the relative complexity of both (see Arnold et al. 2000: 31).
It is difficult to disentangle which of these two strategies is at the origin of the sig-
nificant associations in the models since both generate structures where the sim-
pler constituents precedes the more complex one: since the simpler constituent
is processed first, it is also expressed first. However, the fact that the predictive
power of the lexical complexity difference exceeds the power of the lexical com-
plexity of the individual constituents by far in both CRFs suggests that the attested
simple-before-complex word order is indeed the result of an underlying simple-
before-complex strategy based on the relative (lexical) complexity of both con-
stituents.

While the Complexity Principle, then, cannot explain the importance of
the lexical complexity difference between the theme and recipient, this effect
is captured by Easy First (MacDonald 2013). To put Easy First into perspective
for the dative alternation, I refer to Hawkins’ Domain Minimization Principle
more specifically, which captures speakers’ tendency to avoid centre-embedding
(Hawkins 1999, 2004), and by extension, posits that for production and compre-
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hension to be most effective, all grammatical nodes must be recognizable as early
as possible in syntax. Although complexity in grammatical domains is typically
measured in terms of the grammatical nodes they encompass (e.g. Lohse et al.
2004), cognitive complexity in language production can derive from all kinds
of sources (see Gries 2001:37–38), so I invoke Hawkins' principle with a more
flexible interpretation of complexity. Provided the verb phrase constitutes the
relevant domain for the dative alternation, speakers can easily adhere to the prin-
ciple because the the dative alternation is a positional alternation whose variants
involve a switch of word order. If the domain, i.e. the verb phrase, is to incorporate
a complex theme and a relatively simple recipient, a prepositional dative would
force the speaker to keep the recipient in mind until the more complex theme has
been processed, which demands more processing effort than to first code the sim-
pler recipient and then dedicate processing effort to the realization of the theme.
Contrary to the Complexity Principle, the syntactic alternant speakers come to
express with such a strategy does not depend on the complexity of larger linguis-
tic environments, nor is there one syntactic alternant that is inherently preferred
when complexity arises. Instead, the choice of alternant is the result of how speak-
ers position the theme and the recipient in an attempt to minimize complexity.

The variables that measure the lexical complexity of larger linguistic environ-
ments form weaker associations. In fact, they hardly make any reliable predic-
tions for English according to the CRF. Moreover, they do not affect the choice
of alternant in the direction predicted by the Complexity Principle in either
language: lexical environments that are highly complex tend to be realized as
double-object datives rather than the more explicit prepositional datives. From
the standpoint of usage-based approaches to grammar, this finding is not sur-
prising since the double-object dative is the more frequent alternant by far, cov-
ering three-quarters of datives in both languages. The double-object dative is
therefore more entrenched (Bybee 2006), and by extension, it represents the eas-
ier variant to produce as speakers tend to reuse previously heard syntactic plans
and closely related structures that they retrieve from long-term memory (see
MacDonald 2013). This finding goes against the production-based account of the
Complexity Principle for the dative alternation (see Pijpops et al. 2018), which
states that speakers turn to the more explicit variant to have more processing
time during language production. Following the logic of Szmrecsanyi (2009), the
prepositional variant would in fact be the less economical variant, i.e. the more
complex variant, because the preposition involves additional processing costs.
Possibly then, the primary beneficiary of the additional preposition is not the
speaker but the hearer, who cannot fully predict the content of the speaker's mes-
sage and for whom the additional preposition signals the upcoming recipient
(Rowland and Noble 2010:58). However, when ease of production and compre-
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hension are in conflict in dative contexts, speakers tend to prioritize production
fluency rather than facilitating comprehension (Wasow 1997a, 1997b, Arnold et al.
2000: 32), which explains why highly complex environments slightly favour the
double-object dative. Although this account partially contradicts the Complexity
Principle in claiming that the more economical and entrenched variant is pre-
ferred in complex environments rather than the more explicit one, it maintains
that the complexity of larger linguistic environments influences syntactic struc-
ture.

Even though the Complexity Principle does not seem to apply when speakers
have to produce complex lexical material, it may explain why Dutch head-final
verb phrases encourage the use of prepositional datives. Since it is difficult for
hearers to assign semantic roles to sequences of noun phrases when they lack the
information imparted by the main verb, speakers of Dutch adhere to the Minimal-
ity Processing Principle (Philipp et al. 2017), which states that speakers of Dutch
keep their assumptions concerning verbal arguments to a minimum until the
main verb is expressed. Since the preposition is a reliable grammaticalized cue
that introduces the upcoming recipient (Colleman 2012: 348), the prepositional
dative allows the speaker to facilitate comprehension by explicitely marking con-
stituent boundaries. By contrast, the alternating verb is always encountered before
its constituents in English, so the position of the main verb does not form a source
of complexity for comprehension. In fact, it is debatable whether there are English
dative contexts where the Complexity principle could apply to facilitate process-
ing in production or comprehension, because a simple-before-complex strategy
already accommodates processing by virtue of the Domain Minimization Princi-
ple (Hawkins 1999, 2004). There is one specific context that may reveal the effects
of the Complexity Principle, namely when the theme and the recipient are both
highly complex. In this case, the Domain Minimization Principle would be obso-
lete since neither constituent is inherently easier. However, there seem to be very
few dative structures of this sort in spoken language. For example, there are no
observations in the Dutch dataset where both constituents are syntactically com-
plex.

As for the final research question concerning the main similarities and dif-
ferences between English and Dutch, the models suggest that speakers from both
languages decide on which variant to produce in similar ways. All predictors affect
the choice of dative alternant in the same direction and the predictors originally
derived from research on English suffice to build a robust statistical model for
Dutch. Nonetheless, there are at least three important differences. Firstly, the lex-
ical complexity difference is not as influential in Dutch as it is in English. Instead,
Dutch speakers seem to primarily rely on the pronominality of the recipient.
This finding is linked to the second important difference between the languages,
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namely that speakers of Dutch are more sensitive to the properties of the recip-
ient, including its lexical complexity, whereas speakers of English appear to give
more attention to the theme. This difference is most apparent from the impor-
tance the models assign to the pronominality of the constituents. Finally, the com-
plexity of linguistic environments is more important to speakers of Dutch. In this
respect, Figure 21 reveals that the constituents tend to be more homogeneous in
terms of lexical complexity in Dutch as can be inferred from the length of the
whiskers in the boxplots. Hence, speakers of Dutch may be more sensitive to the
lexical complexity of linguistic environments simply because an increase in lexi-
cal complexity quickly causes the dative observation to exceed the average level
of complexity speakers of Dutch have to deal with so that speakers of Dutch
turn to the more entrenched and economical double-object dative quicker than
English speakers would. This is reminiscent of Bresnan and Ford (2010), who
found that speakers of Australian English are more susceptible to rely on prepo-
sitional datives when the recipient becomes more complex compared to speakers
of American English (Bresnan and Ford 2010: 190).

Figure 21. Boxplots of the standardized z-scores of the combined lexical complexity of
the theme and the recipient for English and Dutch. The values that exceed the whiskers
represent outliers and are portrayed as dots

6. Conclusion

The present study has revisited the factors influencing the choice of the double-
object dative versus the prepositional dative in present-day English and Dutch,
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with a particular focus on the impact of ‘complexity’. Based on the Complexity
Principle proposed by Rohdenburg (1996), it has assessed the hypothesis that
greater cognitive complexity increases the likelihood of grammatically more
explicit variants in linguistic alternations, in this case, prepositional datives.
Importantly, however, the present chapter has gone beyond previous research by
investigating the effect of a new measure of language complexity on the choice
of dative alternant, namely lexical complexity – operationalized as a measure of
ease of retrieval from the mental lexicon – in addition to well-known measures
of syntactic complexity, e.g. the weight of constituents. Conditional random for-
est analyses of data from both languages have shown that in neither English nor
Dutch, the dative alternation is particularly affected by the complexity of larger
linguistic environments as posited by the Complexity Principle. By contrast, the
relative lexical complexity of the constituents emerges as one of the strongest
predictors in both datasets, meaning that lexically easier constituents tend to be
placed before more complex elements in accord with processing principles like
Easy First (MacDonald 2013).
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Giving in English and Norwegian
A contrastive perspective

Thomas Egan

This chapter investigates ditransitive constructions and their prepositional
dative alternates, containing the cognate verbs English give and Norwegian
gi, using data from the English–Norwegian Parallel Corpus (Johansson
2007). The bi-directional nature of the corpus enables us not only to com-
pare the distribution of constructions in the original texts in the two lan-
guages but also to investigate how individual tokens are translated into the
other language. The analysis shows that give constructions in the two lan-
guages are remarkably similar in their semantics and their distribution.
There are, however, some differences, including the greater incidence of
light verb constructions in English, and a tendency for Norwegian transla-
tors to employ a get construction with the recipient recoded as subject
rather than indirect/prepositional object.

Keywords: give constructions, cognate verbs, prototypical and peripheral
senses, light verbs, congruent translations, divergent translations

1. Introduction

In this chapter I present the results of a contrastive study of the English verb
give and the Norwegian verb gi, the basic-level verbs of giving in the two lan-
guages. I will use the term ‘give verbs’ to refer to both where appropriate. The data
for the study are taken from the English–Norwegian Parallel Corpus (ENPC; see
Johansson 2007: 10), which allows for a comparison not only of constructions in
original texts in the two languages, but also of original texts with their translations
into the other language.

The reason for selecting the cognate verbs give and gi for the study is grounded
in the assumption that translators, in addition to attempting to render the semantic
and pragmatic import of their source texts, will tend to employ congruent syntactic
constructions where these are available in the target language. A syntactically con-
gruent translation contains the same syntactic structure as the source text: for
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example, where a ditransitive construction in one language is translated by a
ditransitive construction in another. A lexically congruent translation contains the
corresponding verb in the target language, in the present study gi for give and vice
versa. The translation of a ditransitive English sentence containing give by means
of a ditransitive Norwegian sentence containing sende (‘send’) exhibits syntactic
but not lexical congruence. The translation of a ditransitive English sentence con-
taining give by means of a Norwegian prepositional object construction contain-
ing gi exhibits lexical but not syntactic congruence. The translation of a ditransitive
English sentence containing give by means of a ditransitive Norwegian sentence
containing gi exhibits both syntactic and lexical congruence. Ebeling (1998: 169),
referring explicitly to the translation of syntactic constructions, states that “when
these are translated into other languages, one would imagine that the translator
tries to find target language expressions that capture as many of the features of the
source constructions as possible”. Given this premise, an analysis of the translation
correspondences of the give constructions may be expected to throw further light
on the similarities and differences between their distributions in the two languages.

The main research questions in the study are the following:

1. How similar to/different from one another are the distributions of the ditran-
sitive and prepositional constructions containing the verbs give and gi in the
original texts in the two languages?

2. Are there some kinds of tokens that are usually, or seldom, translated by con-
gruent constructions? What characterises these?

3. What characterises translations that are divergent in form?

Newman, in an extensive study of give constructions in a wide variety of lan-
guages, shows how these may be employed to code a great variety of event types,
the most central of which is the transfer of a concrete theme by an agent to
an animate recipient, as in (1) (Newman 1996:254–259). One would hypothe-
sise that the distribution of the constructions would be more similar in the two
languages in the case of such prototypical uses, than for various extensions from
the prototype, such as the provision, by means other than transfer, of an abstract
theme to an inanimate recipient, as in (2).

(1) (AB1)I’ve given her a couple of aspirin. 1

(AB1T)Jeg har gitt henne et par aspirin.

1. The first part of the code ‘AB1’ refers to the text in the English–Norwegian Parallel Corpus
from which the example has been taken, with ‘AB’ being the initials of the author. ‘AB1T’ stands
for the translation of the same text. The full titles of the original works and the translations are
listed in Johansson (2007:329–338). The translations in the corpus are always included, even
when they may not be germane to the point being made, as is the case here.
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(2) (DM1)It simply gave my study another dimension.
(DM1T)Den tilføyde bare en annen dimensjon.

‘It simply added another dimension.’2

A related, and dependent, hypothesis is that one would expect more lexically and
syntactically congruent translations in the case of prototypical uses than extended
uses, for the simple reason that languages will tend to differ more when it comes
to the extensions they have codified.

The paper is structured as follows: Section 2 contains an introduction to
ditransitive give constructions in English and Norwegian, as well as a presenta-
tion of the corpus and methodology. The first of the hypotheses just presented is
explored in Section 3, which also aims to provide an answer to the first research
question. The second hypothesis is explored in Section 4, which aims to provide
answers to the second and third research questions. Section 5 discusses the results
and provides a summary of the findings, while Section 6 concludes the chapter..

2. Background, data and methodology

Section 2.1 introduces the constructions in the two languages, together with a
brief overview of some previous studies. Section 2.2 contains a presentation of the
corpus, some remarks on the suitability of such a corpus for the task in hand, an
outline of the procedure followed for the selection of tokens for analysis, and a
description of the categories employed in the classification of these tokens.

2.1 Ditransitive give constructions in English and Norwegian

The action of giving something to someone is an extremely basic human event,
so basic, in fact, that it is difficult to imagine the existence of a language that does
not contain some codified means of expressing this exchange. In The World Atlas
of Language Structures Online, Haspelmath (2013) charts the distribution of three
main ways of/strategies for coding the action of giving in 378 languages. Both Eng-
lish and Norwegian are mixed languages according to this classification, since both
have two types of the give construction, the double-object construction (also often
called the ‘ditransitive’ construction) as in (3) and (4), and the indirect-object con-
struction (also labelled the ‘prepositional dative’) as in (5) and (6).

2. An English gloss is provided for the relevant part of the predication in Norwegian whenever
this is not faithfully rendered by the English translation in the corpus, or when it is not a faithful
rendition of an English original.
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(3) (RDA1)He always gave me money.
(RDA1T)Han gav meg alltid penger.

(4) (SH1)Jeg har gitt ham vann kokt på urter.
(SH1T)I have given him water boiled with herbs.

(5) (LTLT1)Britain gives three-fifths of its aid to other countries.
(LTLT1T)Storbritannia gir tre femdeler av sin hjelp til andre land.

(6) (LSC2)Jeg ga romnøklene til resepsjonisten.
(LSC2T)I gave the room keys to the desk clerk.

As evidenced by both the original tokens and their translations in (3)–(6), the
double object and prepositional object constructions (hereafter referred to as
‘OO’ and ‘OP’, respectively) in English and Norwegian can be used to encode sim-
ilar events. How often they are used to do so will be explored in Sections 3 and 4.

Much has been written about the similarities and differences between the OO
and OP constructions in English and the factors that may influence the choice
between the two.3 Much less has been written about them in Norwegian. This is
not such a drawback as it might at first appear, since, as pointed out by Anderssen
et al. (2012:24), “the DA [dative alternation] in Norwegian is very similar to that
in English, at least in the most straightforward cases”.

Verbs instantiating a transfer schema, where an object is moved from one
participant to another, are regarded as “prototypical instances of the Ditransitive
Construction”, according to Barđdal, Kristoffersen, and Sveen (2011: 10). More
particularly, with respect to verbs coding transfer, Mukherjee (2005:235) main-
tains that “give is the most prototypical ditransitive verb because the typical
giving event represents the most basic instantiation of the ditransitive situation
schema”. He also points out that give is the most frequent ditransitive verb in
the ICE-GB corpus (Mukherjee 2005: 92). The distribution of the two competing
forms for coding transfer, OO and OP, is to a large extent governed by general
principles of information structure. The most important of these are the principle
of given before new, which states that new information is likely to come after given
information, the related principle of end-focus, which states that the more empha-
sis is placed upon a constituent, the later it appears in a construction; and the
principle of end-weight, which states that heavier constituents tend to come after

3. Readers interested in a comprehensive overview are referred to Mukherjee (2005:3–63)
which contains a 60 page long overview of various theoretical and practical approaches to the
study of ditransitive verbs in English. Also see the multifactorial studies of the English dative
alternation by Bresnan and Hay (2008), Bresnan and Ford (2010), Szmrecsanyi et al. (2017),
Röthlisberger, Grafmiller, and Szmrecsanyi (2017), and several contributions to this volume,
viz. the chapters by Dubois, Röthlisberger, and Gerwin and Röthlisberger.
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lighter ones (see Huddleston and Pullum 2002: 1372; Quirk et al. 1985: 1356–1362;
cf. also Dubois, Gerwin and Röthlisberger, as well as Röthlisberger, this volume,
on the operation of this factor in English; Rauth, this volume, for German, and
Ussery and Petersen, this volume, on Faroese). The same three principles of infor-
mation structure inform the choice between OO and OP in Norwegian. Accord-
ing to Askedal (2005: 1586), “[w]hen for reasons of focussing an other [sic] order
than IO – DO is required, the IO is replaced by a PP”. Faarlund, Lie, and Vannebo
(1997: 727–728) mention both the principle of given before new and the principle
of end-weight in their discussion of the alternation. They also discuss a third fac-
tor, related to the degree of concreteness of the direct object.

A third factor which counts in this connection is what sort of role and context the
direct object has. Especially with the verb gi, the direct object can refer to some-
thing abstract, often a verbal action. The sentence does not express the transfer
of an artefact (the direct object) by one participant (the subject) to another (the
indirect object), then. In such contexts, it is generally not possible to use a prepo-
sition phrase.

Eg gav henne ein kyss (*Eg gav ein kyss til henne)
‘I gave her a kiss’ (‘*I gave a kiss to her’)

(Faarlund, Lie, and Vannebo 1997: 728, translated by the author)4

The same restriction pertains in English; for example, Goldberg (1995:94) points
out that *She gave a kiss to him is ungrammatical in English.

Most of the studies that deal with the dative alternation in Norwegian
approach the issue from a generative perspective. Among these are Åfarli (1992),
Brøseth (1998), Tungseth (2008) and Lohndal (2011). These studies do not discuss
factors governing the choice of OO rather than OP or vice versa. Rather they are
concerned with questions such as the assignment of case and theta-roles to the
indirect object. Another concern is whether the two constructions are derivation-
ally related. The authors who discuss the latter point agree that this is not the case
(Tungseth 2008: 80; Lohndal 2011: 186).

While give constructions in English and Norwegian resemble one another
closely, there are still several differences between the two. One difference is related
to cases with pronominal objects. According to Huddleston and Pullum (2002: 310),
“[i]f Od is a personal pronoun, the prepositional construction is favoured, especially

4. The original Norwegian citation reads: «Et tredje forhold som tel med i denne samanhen-
gen, er kva slags rolle og innhald det direkte objektet har. Særleg ved verbet gi kan det direkte
objektet referere til noko abstrakt, gjerne ei verbalhandling. Da uttrykkjer ikkje setninga at ein
gjenstand (det direkte objektet) blir overført frå ein deltakar (subjektet) til ein annan (det indi-
rekte objektet). I slike tilfelle er det vanlegvis ikkje mogleg å bruke preposisjonsfrase.»
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if the other NP is not a pronoun – examples like % I gave Kim it are inadmissible for
most speakers, especially in AmE”. Haspelmath (2013) goes so far as to asterisk *Give
them it. However, there is considerable regional variation concerning the accept-
ability of such instances in British English, as also evidenced by the handful of
examples such as Give us one (RDO1) in the British texts included in the present
study (see also Gerwin and Röthlisberger, this volume). In Norwegian, by contrast,
the OO construction with a pronominal recipient and theme is perfectly accept-
able: Anderssen et al. (2012:25) give the example Jon ga henne den (‘Jon gave her it’).
Consequently, it would be more accurate to say that the main divergence in this case
is between American English and Norwegian. Furthermore, when both objects are
pronouns, and accordingly equally light and equally given, a third option, a dou-
ble object construction with the direct object before the indirect object, as in She
gave it him, is found in some British English dialects (cf. Gerwin and Röthlisberger,
this volume, on this alternate dative variant). This pattern was probably still in more
widespread use in the nineteenth century, as reflected in e.g. Henry Sweet’s gram-
mar, which includes the example Give it me (Sweet 1891: 43). However, as there are
no instances of the alternate order among the English nor the Norwegian tokens in
the present study, it will not be further considered.

There are two other differences between English and Norwegian which
should be mentioned here, although neither of them is directly relevant to the pre-
sent study. The first difference is related to the occurrence of impersonal passives,
such as Det var gitt Jon ei klokke (‘There was given Jon a watch’) in Norwegian
but not in English (Åfarli 1992: 136). Since passive constructions are excluded from
this study, for reasons to be explained in Section 2.2, no further mention will be
made of this construction. The second difference relates to the possibility in Nor-
wegian of encoding the indirect object as a wh-word in questions such as Hvem ga
du pakker til bursdagen? (lit. ‘Who did you give gifts for their birthday?’) (Lohndal
2011: 164). However, there were no instances of this construction in my data.

The English ditransitive construction in general, and give constructions in
particular, have been the subject of a number of corpus studies, some of which
have compared the distribution of OO and OP in different varieties of English.
For instance, Bresnan and Hay (2008) compared New Zealand and American
English, Bresnan and Ford (2010) compared American and Australian English,
Szmrecsanyi et al. (2017) compared British, American, Australian and New
Zealand English, and Röthlisberger, Grafmiller, and Szmrecsanyi (2017) investi-
gated as many as nine varieties of English, using data from the ICE family of cor-
pora (see also Röthlisberger, this volume for an extension of this last study). All
four of these studies used sophisticated statistical methods, and all four showed
that there are subtle distinctions governing differences in choice between the two
constructions in the different varieties. As Bresnan and Hay (2008:247) put it:
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“Which of these alternative constructions is used depends on many often conflict-
ing syntactic, informational and semantic properties”.

Barđdal, Kristoffersen, and Sveen (2011) is not a corpus study as such, though
many of the examples in the article are taken from corpora. It compares three
West Germanic Languages, Icelandic, Faroese and Norwegian, and finds that
ditransitive constructions are used in all three to code semantic types of predica-
tions not found in English. In all three languages the give predicate coding trans-
fer is considered prototypical. The present study, like Barđdal, Kristoffersen, and
Sveen (2011), contains a comparison of different languages, rather than several
varieties of one language. It differs from their study and the corpus studies of vari-
eties of English mentioned above in being concerned with just two verbs, Eng-
lish give and Norwegian gi. It aims to investigate, by a detailed classification of the
semantics of all tokens in both languages, the similarities and differences between
the two give predicates.

2.2 Data and methodology

The ENPC contains extracts from 50 English texts, both fictional and non-
fictional, aligned with their translations into Norwegian, and extracts from 50
texts in Norwegian with their English translations. These extracts are between
10,000 and 15,000 words in length, yielding a total of about 650,000 words of both
original text in, and translations into, each language. The fact that the four sub-
corpora are of comparable length obviates the need for the linguist to employ nor-
malised frequencies in comparing results.

All tokens containing forms of the lemmas give and gi in the original texts
were downloaded from the corpus. For English the forms are give, gives, gave, giv-
ing and given. For Norwegian the forms are gi (infinitive), gir (present), ga and
gav (stylistic variants of the preterite) and gitt (past participle). The past partici-
ples of both verbs have homonyms in the form of adjectives, prepositions and sub-
ordinators (see Quirk et al. 1985: 660, 998, and Huddleston and Pullum 2002: 611,
for English). (7) may serve as an example of the adjectival use of given in the Eng-
lish originals, and (8) of the prepositional use.

(7) Time’s passage through the memory is like molten glass that can be opaque or
(GN1)crystallize at any given moment at will…

Tidens gang gjennom erindringen er som smeltet glass som kan være uklart
(GN1T)eller når som helst krystallisere seg …

‘…or at any time crystallise itself…’
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(8) Younger than I expected, given John Daggett’s age, which had to be fifty plus.
(sg1)

… yngre enn jeg hadde ventet meg ut fra John Daggetts alder, som måtte være i
(sg1T)overkant av femti.

‘…out of Daggett’s age…’

Norwegian contains uses of gitt corresponding to those in (7) and (8). When all
the non-verbal uses were weeded out, there remained a total of 742 tokens of
the verb give in the English original texts and 946 tokens of the verb gi in the
Norwegian original texts. These were sorted manually to select all tokens with
three participants, an explicit subject (except in the case of imperatives) and two
explicit objects, a direct object and either an indirect or a prepositional object.
There are various terms used in the literature to designate the semantic/thematic
roles of these two objects. The direct object has been variously referred to as the
gift (Dixon 2005: 119), the thing (Newman 1996: 1), the patient (Gries 2003: 5)
and the transferred entity (Mukherjee 2005: 36). The indirect or prepositional
object is generally referred to as the recipient (though Mukherjee 2005 prefers
affected entity). In the present chapter the entity coded by the direct object
is referred to as the theme, and the entity coded by the indirect or preposi-
tional object as the recipient. Examples with passive verbs, in which either the
theme or the recipient functions as a syntactic subject rather than an object,
were not included, since these normally contain just two participants.5 Accord-
ing to Mukherjee (2005: 102), the agent was omitted in more than 96% of all
instances of passive give in his material. Examples in which one of the two objects
is fronted, or encoded as the head of a relative clause, are included.

After the removal of the tokens which did not feature two explicitly encoded
objects, there remained samples of 381 tokens in the English texts and 435 tokens
in the Norwegian texts. The tokens were then categorised as instances of the
ditransitive, labelled ‘OO’, and instances of the prepositional dative, labelled ‘OP’,
and analysed with respect to the nominal/pronominal status of both theme and
recipient. Tokens containing a post-modified pronoun, as in (9) were classified
as nominal, with the pronominal category just containing unmodified pronouns.

(9) (BC1)Her impulse was to give him everything he asked for.
(BC1T)Hun ville helst gi ham alt han bad om.

The reason for distinguishing between modified and unmodified pronouns is the
fact that the former are longer. Length of both the theme and recipient have

5. It may however be worth mentioning that there are over three times as many instances of
the relevant passive construction in English as in Norwegian, 66 as opposed to 19. It is beyond
the scope of this paper to investigate why this should be the case.
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been shown to influence the choice between OO and OP constructions in English
(see Bresnan and Hay 2008: 247, among others).

The tokens were then divided into those containing syntactically congruent
and divergent translations (see Johansson 2007:25), with a small number (one
English original and fifteen Norwegian originals) not being translated at all.
Ditransitive and prepositional translations were considered congruent if they
retained the syntax of the original text even if they happened to contain a different
verb than give/gi or a different preposition. In other words, the decision to cate-
gorise a translation as congruent was made on the basis of constructional rather
than lexical identity. (10) and (11) may serve as examples of syntactically but not
lexically congruent translations of OO and OP, respectively.

(10) (DF1)She gave me brief smiles…
(DF1T)Hun sendte meg korte smil…

‘She sent me…’

(11) […] workmen dealing with the rubble in the morning had found his diary and
(DF1)given it to the police.

[…] noen arbeidere som ryddet opp i vrakrestene neste morgen fant lom-
(DF1T)mekalenderen hans og overleverte den til politiet.

‘…and delivered it over to the police.’

There are 14 alternative verb types instantiated by 42 tokens in the congruent Eng-
lish translations and 12 types instantiated by 17 tokens in the congruent Norwe-
gian translations. Four of the verbs in the two languages share the same basic
meaning, tell/fortelle, offer/by, hand/rekke, and leave/overlate. The most frequent
alternative verb is English provide, with nine tokens. The most frequent Norwe-
gian verb is sende (‘send’), with five tokens. In all cases where provide translates
gi, the recipient is recoded as a benefactive (that is, it is marked with the
preposition for rather than to). All five cases where sende translates give instantiate
light verb constructions, where gi would be less felicitous, if not completely unid-
iomatic (see Section 4.3).

The semantic classification in the study consists of four binary distinctions,
all four of which were motivated by discussions in the literature. First, all subjects
were classified as agentive (Ag) or non-agentive (see Goldberg 1995:49; Bresnan
and Ford 2010: 173). Non-agentive subjects were labelled ‘St’ for stimulus. In
addition to consciously acting animates, institutions connected by metonymy to
such actors were classified as agentive, as in (12).

(12) (NG1)The Department won’t allow any other school to give you a post.
(NG1T)Departementet vil ikke gi noen annen skole lov å ansette deg.

‘The department won’t give any other school permission to appoint you.’
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Second, all verbs were classified as either encoding transfer (Tr) or not (NTr) (see
Newman 1996: 2; Biber et al. 1999: 129; Bresnan and Hay 2008: 250; Röthlisberger,
Grafmiller, and Szmrecsanyi 2017: 674). The distinction does not, as a rule, pose
problems for the analyst, since it depends on whether the entity encoded by the
direct object, the theme, was in the possession of the subject prior to its subse-
quent acquisition by the recipient. (13) is one of the very many examples where
this is clearly the case, (14) an equally clear example where this is not the case, and
(15) an example that is borderline between the two categories.

(13) (BC1)He gave the jacket to a gipsy who had escaped the camps.
(BC1T)Han gav jakken til en sigøyner som var kommet levende fra leirene.

(14) (RDO1)I gave him a shove.
(RDO1T)Jeg dyttet til ham.

‘I shoved at him.’

(15) (FW1)Why don’t we give them a lift?
(FW1T)Hvorfor kan de ikke sitte på med oss?

‘Why can they not sit on with us?’

In (13) there is no doubt that the subject was in possession of the jacket before giv-
ing it to the gipsy, while in (14) there is no doubt that the shove did not exist before
being administered. The distinction here boils down to whether the direct object
is considered to be affected or effected (an object of result: see Jespersen 1924: 159;
Quirk et al. 1985: 750; Goldberg 1995:34). In (15) the agents did not already pos-
sess the lift before bestowing it on the recipients. They did, on the other hand,
possess the means to afford the recipients a lift, in the shape of an empty seat
in their car. However, they did not effect a transfer of this seat to the recipient,
merely the temporary use of it. I therefore decided to classify the verbs in exam-
ples such as (15) as encoding Non-transfer rather than Transfer.

The themes in (13)–(15) are all concrete. They are either concrete artefacts or
concrete events (see below). One can also transfer more abstract themes, such as
ideas or information. This form of transfer is exemplified by (16)–(18).

(16) (PDJ3)A fellow poet had once given Dalgliesh his own explanation.
En dikterkollega hadde en gang gitt Dalgliesh sin personlige forklaring.

(PDJ3T)

(17) (BC1)My friend the historian gave me an outline of the facts as he knew them.
(BC1T)Min venn historikeren fortalte meg i korte trekk det han visste.

‘My friend the historian told me…’

(18) (OS1)You have given me a description.
(OS1T)De har gitt meg en beskrivelse.
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In (16) the adjective own leaves us in no doubt that the fellow poet was in posses-
sion of the explanation before passing it on to the recipient. Similarly, in (17) the
relative clause as he knew them indicates the prior possession by the agent of the
facts in question. However, unlike in the case of the transfer of concrete artefacts,
the agent also retains (joint) possession of the themes after the action of trans-
fer. In other words, these sorts of predications encode the transfer of a share in
the information in question rather than exclusive possession. Example (18) differs
from (16) and (17) in that the description is formulated by the agent at the point
of transmission to the recipient. However, since the information contained in
the description is undoubtedly in the possession of the agent prior to his enun-
ciating it in the form of a description, this example, and other similar examples,
containing themes such as advice or instructions, have been classified as encod-
ing Transfer rather than Non-transfer.

Third, all recipients were classified as either animate (An) or inanimate (In).
The importance of the distinction between the two is well attested in the litera-
ture (see Quirk et al. 1985: 1209; Huddleston and Pullum 2002: 310; Bresnan and
Hay 2008: 249; Bresnan and Ford 2010: 178). The group of animates includes all
humans, animals and organisations consisting of individuals, as in (19). Garretson
(2004) maintains that the categorisation of organisations on the animacy hier-
archy is an empirical question. I have chosen to classify most organisations as
animate, since they normally occur as recipients in predications where it is the
members of the organisation that receive the theme. I take this to be the case with
the farming collective in (19), for instance.

(19) (BC1)[…] Utz’s reaction was to give his lands to a farming collective…
[…] reagerte han med å skjenke sine landeiendommer til et jordbrukskollek-

(BC1T)tiv…
‘he reacted by donating…’

Finally, with respect to the direct objects, coding themes, these were classified
as either concrete (C) or abstract (Ab) (see Huddleston and Pullum 2002: 310;
Bresnan and Ford 2010: 178; Röthlisberger, Grafmiller, and Szmrecsanyi 2017: 684).
In addition to tokens encoding physical entities, tokens encoding physical acts, as
in (20) and (21), were classified as concrete, since they are both inherently physi-
cal in nature and are capable of being observed by a third party. Garretson adopts
a more restricted definition of concrete, including objects but not events. Similarly
Röthlisberger, Grafmiller, and Szmrecsanyi (2017: 688) classify ‘a hug’ as abstract. I
find this classification somewhat counterintuitive, since a hug, though ephemeral,
is just as concrete as a, presumably equally ephemeral, cup of coffee. All other
tokens were classified as abstract.
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(20) (DF1).She gave me brief smiles…
(DF1T)Hun sendte meg korte smil…

‘She sent me…’

(21) (JB1)Oh dear, you’re giving me that look again.
(JB1T)Uffda, nå sender du meg det blikket igjen.

‘you’re sending me…’

To avoid possible confusion, the labels classifying the four constituents – subject
(Ag/St), verb (Tr/NTr), recipient (An/In), and theme (C/Ab) – will be pre-
sented consistently in this order, i.e. in the order typical for the ditransitive, with
the recipient before the theme, even when employed to describe the preposi-
tional dative construction. Thus Example (22) is labelled Ag-Tr-An-C rather than
Ag-Tr-C- to An.

(22) She gave him back to Mattie and watched as she gently rocked and patted him
(GN1)to sleep.

(GN1T)Hun ga ham tilbake til Mattie og så på mens hun bysset ham i søvn.

The four binary distinctions outlined above yield 16 possible combinations.
Eleven of these 16 combinations are actually found in the original texts in both
languages. The five combinations not attested in the data in both all involve verbs
encoding acts of transfer; four of them are combinations of transfer verbs with
non-agentive subjects (St). There are no tokens in either language of St-Tr-An-Ab,
St-Tr-In-Ab and St-Tr-In-C. It would seem that the idea of an action of transfer
by a non-agentive subject is not one requiring frequent communication. In other
words, there are not many situations where a non-agentive subject is in prior pos-
session of a theme. There are, however, two examples of St-Tr-An-C, both in Nor-
wegian. One of these is given in (23).

(23) (EFH1)En gang vil den temmede naturen gi oss så meget kraft,…
‘…the tamed nature will…’
One day, taming nature will give us so much power… (EFH1T)

In (23) nature (nature) is non-agentive, but does possess the energy that is trans-
ferred to the recipient. In this case, the translator has chosen to replace the pre-
modifier temmede (tamed) with the gerund-participle taming. The subject of the
verb give in the English translation is a non-finite clause, with an understood
human subject. It may therefore be metonymically interpreted as agentive. The
final combination not found in the texts in either language is Ag-Tr-In-Ab, which
is very similar to the equally absent St-Tr-In-Ab, only differing from it in the agen-
tivity of the subject. The eleven combinations attested in both languages are listed
in Table 1 and illustrated with English examples.
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Table 1. Construction types found in original texts in both languages in the ENPC, based
on the semantic classification of the elements

Semantics Examples

Ag-Tr-An-C Macon gave her a credit card. (AT1)

Ag-Tr-An-Ab The herbalist gave her instructions. (BO1)

Ag-Tr-In-C People in the North put on their running shoes and dug into their pockets
and gave unprecedented amounts of money to Band Aid, Live Aid, Comic
Relief … (LTLT1)

Ag-Ntr-An-C Ty gave me a squeeze around the waist and a kiss on the cheek. (JSM1)

Ag-Ntr-An-Ab Then they make themselves useful to that person, give him their loyalty, and
follow along behind. (AH1)

Ag-Ntr-In-C She gave the hat a sharp yank. (RD1)

Ag-Ntr-In-Ab It’s what they put down the lavatory to disinfect the pan only they give it
another name. (RD1)

St-Ntr-An-C He had a very ruddy complexion that gave him Santa Claus cheeks, … (TH1)

St-Ntr-An-Ab That gives me a sense of security. (JSM1)

St-Ntr-In-C …the shadows that give depth to the contours of our nostrils. (NG1)

St-Ntr-In-Ab It simply gave my study another dimension. (DM1)

The discussions in Sections 3 and 4 will take as their starting point the semantic
classification in Table 1, with syntactic features only being referred to where these
are relevant to differences between the original texts in the two languages or
between original tokens and their translations.

3. Original texts in comparison

This section is divided into two parts. The first of these presents the overall results
for the two original sets of texts. The second compares the various pairs of con-
structions with the same semantic profile.

3.1 Overall results

Table 2 presents the total distribution of the constructions containing various
combinations of semantic features found in the original texts in the ENPC,
divided into ditransitive (OO) and prepositional dative (OP) constructions. The
constructions are listed in the same order as in Table 1, with the addition of the
one combination that is only found in Norwegian in the data, viz. St-Tr-An-C.
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Table 2. Token frequency of the different semantic patterns, encoded as either OO or OP

Semantics English (give) Norwegian (gi)

OO OP Total OO OP Total

Ag-Tr-An-C  78 23 101 104 22 126

Ag-Tr-An-Ab  29  4  33  31  4  35

Ag-Tr-In-C   0  1   1   0  2   2

Ag-Ntr-An-C  67  3  70  30  3  33

Ag-Ntr-An-Ab  41  1  42  68 10  78

Ag-Ntr-In-C  13  1  14   1  0   1

Ag-Ntr-In-Ab  14 11  25  17  5  22

St-Ntr-An-C  23  1  24  23  8  31

St-Ntr-An-Ab  60  2  62  70  2  72

St-Ntr-In-C   1  2   3   1  2   3

St-Ntr-In-Ab   4  2   6  24  6  30

St-Tr-An-C   0  0   0   2  0   2

Total 330 51 381 371 64 435

Percentages 86.6% 13.4% 100% 85.3% 14.7% 100%

The figures in the bottom rows of Table 2 show that the overall distribution of
give/gi examples over the OO and OP constructions in the two languages is very
similar, with the OO construction accounting for about 85% and the OP for
about 15% of the observed instances in both languages (the difference is negli-
gible, Pearson’s X2(1) =0.295, p =0.586824). Moreover, this similarity in the dis-
tribution of the OO and OP constructions in the two languages does not just
hold for the aggregate data set, but also for most of the individual combinations
or senses, such as Ag-Tr-An-C (p =0.31), Ag-Tr-An-Ab (p =0.92), St-Ntr-An-Ab
(p =0.88), etc. There is just one exception, viz. St-Ntr-An-C, which will be dis-
cussed in Section 3.2 below.

As for the distribution of the give and gi examples over the different attested
semantic combinations, a comparison of the figures in the English and Norwegian
columns in Table 2 indicates a lot of similarity as well. In general, the com-
binations rarely attested in one language are infrequent in the other, too. For
instance, as indicated in Table 1, there is only one instance of Ag-Tr-In-C in Eng-
lish, repeated here for convenience as (24), and just two in Norwegian, one of
which is given in (25).
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(24) People in the North put on their running shoes and dug into their pockets and
gave unprecedented amounts of money to Band Aid, Live Aid, Comic Relief…

(LTLT1)
Menneskene i nord tok på seg joggeskoene og grov i bukselommene og ga

(LTLT1T)rekordhøye beløp til Band Aid, Live Aid, Comic Relief…

(25) Da hender det at et par rikmenn gir store beløp til planene om en erobring av
(KH1)Sydpolen…

Then two rich men donated large sums to the plan for the conquest of the
(KH1T)South Pole…

The examples in (24) and (25) both encode situations in which agentive subjects
transfer money in support of a cause. Although the semantic extension from the
prototypical Ag-Tr-An-C to Ag-Tr-In-C may constitute a relatively minor concep-
tual adjustment, the fact remains that this same extension has been realised in
both languages.

Still, further examination of the distribution of give and gi tokens over the
11 combinations that they share shows that there are also significant differences
between the languages (Pearson’s X2(11)= 53.227, p <0.001). The four combina-
tions in bold in Table 2 are the ones that contribute most to this general difference
between give and gi, as shown by an inspection of the residuals from the statistic
test. These are Ag-Ntr-In-C, which is attested fourteen times in English but just
once in Norwegian, Ag-Ntr-An-C, with twice as many tokens in English than in
Norwegian, Ag-Ntr-An-Ab, with nearly twice as many tokens in Norwegian as in
English, and St-Ntr-In-Ab, with five times as many tokens in Norwegian than in
English. I will look more closely at these in Section 3.2.

The first hypothesis in Section 1 predicted that the distribution of the con-
structions would be more similar in the two languages in the case of more pro-
totypical uses than for various extensions from the prototype(s). The above
observations can be seen as a tentative confirmation of this expectation, insofar
as there is less difference in the distribution between English give and Norwegian
gi with respect to the prototypical ‘transfer’ uses than with respect to some of the
arguably more peripheral ‘non-transfer’ uses.

Before moving on to the next section, I present the results for the four binary
distinctions in the two languages, abstracted from Table 2. In the case of two of the
distinctions there is no significant difference between the languages. For acts of
transfer and non-transfer the difference between the two is negligible (Pearson’s
X2(1)= 0.545, p =0.460312), while for animate and inanimate recipients, there is
hardly any difference to speak of (Pearson’s X2(1)= 0.04, p= 0.841893).

By contrast, the difference between the two languages with respect to the inci-
dence of agentive and non-agentive subjects is significant at the p= 0.05 level.
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Table 3. Agentive versus non-agentive subjects in English and Norwegian

English Norwegian

Agent/Stimulus Ag St Ag St

Totals 286 95 297 138

Percentages 75.1% 24.9% 68.3% 31.5%

(Pearson’s X2(1) =4.59, p= 0.032164), see Table 3 for the observed frequencies of
subject types. One particular sub-construction, St-Ntr-In-Ab, which contributes
largely to the significance of this difference, will be discussed in Section 3.2.

Table 4. Concrete versus abstract themes in English and Norwegian

English Norwegian

Concrete/Abstract C Ab C Ab

Totals 213 168 198 237

Percentages 55.9% 44.1% 45.5% 54.5%

The distinction between concrete and abstract themes (see Table 4) is the only
one of the four binary distinctions that is significant at the p =0.01 level (Pearson’s
X2(1)= 8.768, p= 0.003066). The major contributors to the difference, apart from
instances of St-Ntr-In-Ab, mentioned above in connection with agentive as
opposed to non-agentive subjects, are the combinations featuring Ag-Ntr-An, i.e.
situations involving the provision, by means other than transfer, of something by
an agent to an animate recipient. In English, 68% of these themes are concrete,
compared to just 31% in Norwegian. Removing Ag-Ntr-An-C and Ag-Ntr-An-Ab
from our calculations renders the statistical calculation non-significant (Pear-
son’s X2(1) =0.4, p= 0.527158). If I had adopted a narrower definition of concrete
themes, excluding concrete acts (as in Garretson 2004), the difference between
Ag-Ntr-An-C and Ag-Ntr-An-Ab would also have been non-significant. However,
this decision would merely have served to camouflage differences in subparts of
the data. Moreover, the difference would have emerged during a closer analysis of
the Ag-Ntr-An-Ab data. Both Ag-Ntr-An-C and Ag-Ntr-An-Ab will be explored in
detail in Section 3.2.
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3.2 The individual semantic combinations

This section offers a more in-depth look at the individual combinations in Table 1.
The combination that is only found in Norwegian in the data has already been
exemplified in Section 2, and Ag-Tr-In-C, of which there are just three examples,
has been exemplified in Section 3.1. Most attention will be paid to those combina-
tions that display clear differences in distribution between the two languages.

3.2.1 Ag-Tr-An-C
The transfer by an agent of something concrete to an animate recipient is the
most common semantic combination in both languages, with 102 instances in
English and 126 in Norwegian. It is often taken to represent the prototype of give
constructions, for instance by Newman (1996: 3). This combination accounts for
45% of tokens of the prepositional construction in English and 34% in Norwegian.
One difference between the two languages is the number of double pronominal
prepositional constructions in English compared to Norwegian. While there is no
intrinsic prohibition in Norwegian against employing the OP construction with
two pronouns, Norwegian speakers/writers do seem to prefer the OO construc-
tion in such cases. Moreover, to anticipate the discussion in Section 4.4, the fact
that only three of the Norwegian translations of eight English OP constructions
with two pronouns are congruent in form indicates a certain dispreference by the
Norwegian translators for the double pronominal OP construction.

3.2.2 Ag-Tr-An-Ab
Both the number and content of the realisations of this semantic combination,
encoding the transfer by an agent of something abstract to an animate recipi-
ent, are similar in the two languages. For instance, both contain a large number
of examples that denote some sort of transfer of information, as in (26) and (27).

(26) (ABR1)I just wanted to give you some idea of what it was like.
(ABR1T)Jeg ville bare gi deg en viss forestilling om hvordan det var.

(27) Siden Petter hadde sendt henne feil nøkkel, kunne han også godt ha gitt henne
(EG1)misvisende opplysninger…

If Peter could send her the wrong key, he could just as easily give her mislead-
(EG1T)ing instructions…

There are 19 such examples in English and 10 in Norwegian. Also frequently trans-
ferred in both languages are various sorts of messages, including advice.
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3.2.3 Ag-Ntr-An-C and Ag-Ntr-An-Ab
We have seen in Section 3.1 that there was a marked difference between the corpus
data from the two languages with respect to the distribution of concrete and
abstract themes in non-transfer constructions with an agentive subject and an
animate recipient. The English texts contain twice as many tokens with concrete
themes, and the Norwegian texts 55% more tokens with abstract themes. As for
the concrete themes, there are 14 tokens in English where these consist of looks/
glances of one form or another, as in (28), as opposed to just one in Norwegian,
presented in (29).

(28) (BO1)She gave me a long stare.
(BO1T)Hun betraktet meg lenge.

‘…observed me for a long time’

(29) Alle var enige med ham, likevel så de i tredje veggen og ga Ingrid rare
(HW1)øyekast…

Everybody agreed with him, even though they looked away and gave Ingrid
(HW1T)strange glances…

In (28) and (29) it is the direct object, rather than the verb give, that carries the
main semantic import of the predication. In other words, in sentences like this,
the object represents what Quirk et al. (1985:750) call an ‘eventive object’, while
give functions as a light verb (Huddleston and Pullum 2002: 293). As seen in (28),
the Norwegian translator prefers to encode the action of looking with a non-
ditransitive pattern, using the lexical verb betrakte. In (29), the action is expressed
by a ditransitive in the Norwegian original; however, in contrast to the theme
noun glance in the English translation, Norwegian øyekast has no verbal corre-
spondence . Another light verb use of give in English is with the theme smile, as
in (30). There are nine such examples in the English data as opposed to just one
in Norwegian, see (31).

(30) (DF1)I gave her what I hoped was a reassuring smile…
(DF1T)Jeg ga henne noe jeg håpet var et beroligende smil…

(31) (GS1)Han gav meg et bistert smil…
(GS1T)He gave me a grim smile…

The evidence of (31) and the translation in (30) shows that nouns encoding smil-
ing, like nouns encoding looking, do sometimes occur as themes in give con-
structions in Norwegian. They do not do so nearly as often as in the original
English texts, however. We will see in Section 4.3 how often the English light verb
give constructions are translated into Norwegian using congruent and divergent
constructions, respectively.
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The light verb constructions denoting ‘smiling’ and ‘looking’ account for
much of the difference in the number of tokens of Ag-Ntr-An-C in English, com-
pared to Norwegian. A third reason for the overall difference is the number of
tokens of the ‘give a lift’ construction, seven in English and just one in Norwegian.
(32) and (33) illustrate the construction in question in the two languages.

(32) (PDJ3)He saw the children on the road and thought of giving them a lift.
(PDJ3T)Han så barna på veien og ville gi dem skyss.

(33) Bøndene pliktet å holde kirkene i stand og å gi skyss til kongsmenn som drog
(ILOS1)gjennom bygda.

The farmers were responsible for maintaining the churches and providing
(ILOS1T)transport for the King’s men who travelled through their area.

As shown by (32) and (33), the Norwegian expression gi skyss (‘give transport’),
corresponds to the English ‘give a lift’, and functions perfectly well as a translation
of the latter. It is, however, rather old-fashioned. Taken together, these three types
of actions, viz. ‘looking’, ‘smiling’ and ‘providing transport’ account for about
half of the concrete themes in this particular combination in the original Eng-
lish texts. Details of the four most common types of abstract theme are given in
Table 5.

Table 5. Common types of theme in Ag-Ntr-An-Ab

Type of theme English Norwegian

Time  8  7

Chance  2  7

Rights  4 10

Other positive  9 15

Total 23 39

The category ‘other positive’ in Table 5 comprises all other themes displaying
positive semantic prosody, for instance such things as help, protection, support,
etc. It is clear from Table 5 that all of these four types of themes are found in
the original texts in both languages, but, apart from temporal themes, they occur
more frequently in Norwegian than in English. We will see in Section 4.1 whether
the same distinction is observable in the translated texts, i.e. whether there are
more congruent translations into English of Ag-Ntr-An-C, and more congruent
translations into Norwegian of Ag-Ntr-An-Ab.
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3.2.4 Ag-Ntr-In-C
There are 14 tokens of this combination, coding acts of non-transfer of a concrete
theme by an agent to an inanimate participant, in the English texts, but just
one in the original Norwegian texts. (34) may serve as a typical example of the
English tokens; Example (35) is the only Norwegian one.

(34) (sg1)She closed her umbrella and gave it a shake, then glanced at me.
Hun slo ned paraplyen, ristet den og skottet bort på meg. (sg1T) ‘…shook it…’

(35) (LSC1)Han gir den et puff, lukker øynene og stanser den med pekefingeren.
(LSC1T)He gives it a nudge, closes his eyes and stops it with his index finger.

Of the fourteen English instances, eleven resemble (34) in that give functions as a
light verb. Example (35) shows that gi can also serve this function in Norwegian,
as indeed it can in the ‘give a smile’ and ‘give a look’ constructions discussed above
under Ag-Ntr-An-C and illustrated in Examples (28)–(31). However, it does not
do so nearly as often as in English. Whether translators have chosen congruent or
divergent options may be expected to throw further light on this difference (see
Section 4.3).

3.2.5 Ag-Ntr-In-Ab
The realisations of this combination, encoding acts of non-transfer of an abstract
theme by an agent to an inanimate participant, are quite similar in the two
languages. One difference is the fact that there are more tokens of OP in English
than in Norwegian. The difference in the distribution of OO and OP in the
two languages is, however, not statistically significant (Pearson’s X2(1)= 2.358,
p =0.124607). Mental themes, as in (36), account for five of the eleven English OP
tokens.

(36) (JB1)I don’t give much of a thought to my clothes.
(JB1T)Jeg tenker ikke stort over hvordan jeg går kledd.

‘I don’t think much about how I dress myself.’

Again we see in (36) give functioning like a light verb, with an expression like
‘give x a thought’ just meaning ‘think about x’. I write ‘like’ rather than ‘as’ since in
Section 4.3 I adopt a narrow definition of light verb constructions to include only
cases where the head noun in the theme is identical in form to the base form of
the verb. There are no similar examples of gi with a mental theme in the Norwe-
gian Ag-Ntr-In-Ab constructions.
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3.2.6 St-Ntr-An-C
The realisations of this semantic combination, coding the provision of something
concrete to an animate recipient by a non-agentive subject, are very similar in
the two languages. For example, 12 of the English tokens and ten of the Norwe-
gian ones contain a theme denoting some aspect of a person’s appearance. (37)
constitutes a typical English example, (38) a typical Norwegian one.

(37) Something personal was boiling away in Mary Williams, giving her a stubborn,
(DL2)angry little look.

Noe var kommet i kok i Mary Williams, et personlig problem som ga ansiktet
(DL2T)et anstrøk av trass og av sinne.

‘…which gave her face a hint of stubbornness and anger…’

(38) (GS1)Den gir deg et friluftspreg, som om du var ingeniør eller noe sånt.
It gives you an outdoors look, as if you were an engineer, or something of that

(GS1T)kind.

One difference between the two data sets is the greater incidence of OP con-
structions in Norwegian. This difference is statistically significant at the 0.05 level
(Pearson’s X2(1) =4.629, p =0.031445); this is the only combination for which there
is a significant difference between the two languages in this respect.

3.2.7 St-Ntr-An-Ab
The provision of something abstract to an animate by a non-agentive subject rep-
resents the second most common feature combination in the Norwegian texts and
the third most common one in the English texts. The two data sets also resemble
one another closely in the types of theme they contain. More particularly, 30 of
the 62 English tokens contain a mental theme, as in (39), as do 29 of the 72 Nor-
wegian tokens, as in (40).

(39) (SK1)The oncoming summer gave her a bad feeling, a scary feeling.
Den begynnende sommeren ga henne en illevarslende følelse, en skremmende

(SK1T)følelse.

(40) (BV1)Lukten av syriner og tomatplanter ga henne en tett sommerfølelse.
The smell of the lilac and the tomato plants gave her a strong feeling of summer.

(BV1T)

Given the similarity between the occurrences in the original texts, one might
expect this to be one of the semantic types that will give rise to the greatest num-
ber of congruent translations. This will be further examined in Section 4.1.
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3.2.8 St-Ntr-In-Ab
The last construction to be considered in this section is the one that displays the
greatest relative difference in numbers of tokens in the two languages, with 30
tokens in Norwegian, as opposed to just six in English. It encodes the provision of
something abstract to an inanimate by a non-agentive subject. themes that occur
more than once in Norwegian include preg (‘feel/flavour’) with six occurrences,
karakter (‘character’) with three, and atmosfære (‘atmosphere’) and nærvær
(‘presence’) with two each. Ten of the Norwegian tokens are from a single text.
One of these is given in (41). However, the remaining twenty are dispersed across
a further twelve texts, five fictional and seven non-fictional, indicating that the
difference between the two data sets cannot be considered solely an artefact of
corpus compilation.

(41) I disse betegnelsene kommer det altså frem at himmelretningene oppleves som
kvalitative, at dag og natt, sol og stjerner er noe som gir forskjellige omverdener

(CNS1)deres karakter.
These terms reveal that the cardinal directions are qualitatively experienced,
and that day and night, sun and star confer character upon an environment.

(CNS1T)

All six English examples are from different texts, two of which are fictional and
four non-fictional. One of these examples, viz. (42), bears a close resemblance to
(41).

(42) “How curious, Oliver, to identify what gives a fruit its character, and then to
(JB1)remove it.”

«Er ikke det litt underlig da, Oliver, å identifisere det som gir en grønnsak dens
(JB1T)karakter, og dernest fjerne det?»

‘… gives a vegetable its character…’

There does not seem to be any obvious difference between the tokens in the two
languages that would serve to explain their difference in occurrence.

4. Translation evidence

This section investigates whether the translations of the original material exam-
ined in Section 3 can throw further light on the similarities and differences
between the give and gi constructions. I will present an overall view of the trans-
lations in Section 4.1, but I will not proceed to discuss all of the semantic com-
binations individually, as in Section 3.2. In the belief that we have less to learn
from the nature, as opposed to the number, of congruent translations, I will
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instead structure the discussion around various types of divergent correspon-
dences, both syntactical and lexical. Section 4.2 gives an overview of divergent
translation strategies. Section 4.3 looks at translations of light verb constructions,
and Section 4.4 at instances of OO translated by OP and vice versa.

4.1 Overall results

Table 6 contains details of how often the various constructions are translated by
congruent, as opposed to divergent constructions. Note that the table does not
reveal the overall numbers of tokens of OO or OP to be found in the translations,
since in some cases examples of OO may be translated as OP, and vice versa. Such
cases will be explored in Section 4.4.

Table 6. Proportions of congruent translations of various sub-constructions encoded as
OO and OP

Semantics Into Norwegian Into English

of OO of OP of OO of OP

Ag-Tr-An-C 57/78 73% 15/23 63% 79/104 76% 20/22 91%

Ag-Tr-An-Ab 20/29 69% 3/4 75% 18/31 58% 3/4 75%

Ag-Tr-In-C 0/0 1/1 100% 0/0 2/2 100%

Ag-Ntr-An-C 30/67 45% 1/3 33% 24/30 80% 2/3 67%

Ag-Ntr-An-Ab 27/41 66% 0/1 0% 33/68 49% 7/10 70%

Ag-Ntr-In-C 3/13 23% 0/1 0% 0/1 0% 0/0

Ag-Ntr-In-Ab 7/14 50% 6/11 55% 9/17 53% 2/5 40%

St-Ntr-An-C 12/23 52% 1/1 100% 14/23 61% 7/8 88%

St-Ntr-An-Ab 45/60 75% 1/2 50% 49/70 70% 2/2 100%

St-Ntr-In-C 1/1 100% 0/2 0% 1/1 100% 2/2 100%

St-Ntr-In-Ab 3/4 75% 1/2 50% 14/24 58% 2/6 33%

St-Tr-An-C 0/0 0/0 2/2 100% 0/0

Total 204/330 62% 29/51 57% 243/371 65% 49/64 77%

When considering the figures in Table 6, it is important to bear in mind that trans-
lators often change the syntax of the source texts in order to achieve a better fit with
various aspects of the co-text, as well as with the syntax and vocabulary of the tar-
get language. We would therefore seldom expect to encounter situations in which
100% of tokens receive syntactically congruent translations. Overall, the results in
Table 6 show that the behaviour of the two sets of translators is very similar, at least
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with respect to the translation of instances of OO, with the Norwegian translations
employing the congruent OO in 204 of 330 cases (62%), and the English trans-
lators in 243 of 371 cases (65%). That the difference is only slight is borne out by
a Chi-square test: Pearson’s X2(1)= 1.024, p =0.311588. There is a bigger difference
between the two when it comes to OP, with Pearson’s X2(1) =5.047, p= 0.024662.
We shall see in Section 4.4 how many OP examples are translated by OO.

For some of the less frequent senses in the dataset, such as Ag-Tr-In-C and
St-Ntr-In-C, all or virtually all instances give rise to congruent translations. At the
other end of the frequency scale, we see that, of combinations instantiated by 20
or more examples, it is those including Ag-Ntr-An that give rise to the fewest con-
gruent translations, with just 30 of 67 tokens of English original OO Ag-Ntr-An-C
(45%) and 33 of 68 tokens of Norwegian original OO Ag-Ntr-An-Ab (49%) receiv-
ing congruent translations. We have already seen in Section 3.1 that the Ag-Ntr-An
constructions display marked differences in distribution in the original texts in
the two languages. I will consider some of the translations of Ag-Ntr-An construc-
tions in Sections 4.2 and 4.3.

4.2 Divergent translations

Tables 7 and 8 present details of the main divergent translation strategies em-
ployed by both sets of translators.6 These include the recoding of the theme
through the verb (DO->V), the recoding of the recipient as subject (IO/PO->S),
the employment of OO for OP and vice versa (OO<->OP) and the omission of
the recipient (just DO).

Again we see a considerable degree of similarity between the strategies
employed by the two sets of translators, apart from the greater tendency of Nor-
wegian translators to code the recipient as subject, as in (43) and (44). This strat-
egy is called ‘Modulation’ in the classification of Vinay and Darbelnet (1995). They
define modulation as “a variation of the form of the message, obtained by a change
in the point of view” (Vinay and Darbelnet 1995: 36). The change in the point of
view is brought about here by what Vinay and Darbelnet (1995:251) call a ‘reversal
of terms’, with the indirect object being promoted to subject position.

6. Note that the total numbers of divergent translations in Tables 7 and 8, added to the num-
bers for congruent translations in Table 6, do not add up to the total numbers of tokens in the
original texts in Table 2. There are two reasons for this. In the first place, there are a few tokens
in the original texts that the translators have not translated. In the second place, there are some
instances where conjoined themes in the originals are split between two clauses in the transla-
tions, one containing a congruent and the other a divergent translation.
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Table 7. Divergent translations into Norwegian of original English texts

DO- >V IO/PO- >S OO< – >OP Just DO Other Total

Ag-Tr-An-C  0 14  9  0  5  28

Ag-Tr-An-Ab  1  2  0  4  3  10

Ag-Ntr-An-C 17  3  4  1 16  41

Ag-Ntr-An-Ab  4  1  0  0 10  15

Ag-Ntr-In-C  8  0  0  0  3  11

Ag-Ntr-In-Ab  6  0  2  0  5  13

St-Ntr-An-C  0  5  2  1  4  12

St-Ntr-An-Ab  3  6  1  0  6  16

St-Ntr-In-C  0  0  0  0  2   2

St-Ntr-In-Ab  0  0  0  1  1   2

Total 39 31 18  7 55 150

Table 8. Divergent translations into English of original Norwegian texts

DO->V IO/PO->S OO<->OP Just DO Other Total

Ag-Tr-An-C  4 0 12  1  4  21

Ag-Tr-An-Ab  7 0  4  0  1  12

Ag-Ntr-An-C  1 0  1  0  3   5

Ag-Ntr-An-Ab 13 1  3  3 17  37

Ag-Ntr-In-C  0 0  0  0  0   0

Ag-Ntr-In-Ab  4 0  2  0  4  10

St-Ntr-An-C  0 1  1  2  6  10

St-Ntr-An-Ab  1 2  1  3 13  20

St-Ntr-In-C  0 0  0  0  0   0

St-Ntr-In-Ab  1 0  3  1  8  13

Total 31 4 27 10 56 128

(43) (RD1)“I’ll give you all my next week’s pocket-money,” Matilda said.
(RD1T)Du skal få alle ukepengene mine neste uke, sa Matilda.

‘…You will get all my…’

(44) It gave him a natural appreciation of the richness and bizarreness of life,…
(RF1)

(RF1T)Her fikk han en naturlig sans for livets rikdom og underligheter, …
‘Here he got a…’
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Twenty-three of the 31 instances of IO/PO->S in the Norwegian translations
resemble (43) and (44) in containing the verb få (‘get’).7

Of the other translation strategies, DO->V is dealt with in Section 4.3 on light
verb constructions and OO<->OP is the topic of Section 4.4. The tokens labelled
‘just DO’ resemble the congruent translations in that, while they contain a predi-
cation that omits the recipient, they would allow the latter to be added. This sort
of construction, in which the identity of the recipient is not made explicit but
is evident from the co-text, is very common, at least in English (see Mukherjee
2005: 99). Examples (45) and (46) exemplify this strategy.

(45) It was dark inside, but the light from the corridor gave him the outlines of the
(FF1)empty hallway.

Det var mørkt innenfor, men lyset fra korridoren viste omrissene i den tomme
(FF1T)entréen.

‘…showed the outlines…’

(46) Embetsmennene hadde langt dårligere råd enn patrisiatet, men embetet gav
(ILOS1)dem status og myndighet, og mange giftet seg inn i «det gode selskap».

‘…gave them status…’
The officials were far less well-off than the patricians but their office brought
status and authority and many married into the upper classes. (ILOS1T)

In (45) it would be perfectly felicitous to insert ham (‘him’) between viste and
omrissene, just as one could insert them between brought and status in (46). The
fact that this translation strategy is employed relatively rarely testifies to the faith-
fulness of translators in retaining the explicit encoding of recipients in the orig-
inal texts.

The large category labelled ‘Other’ consists of translations which display a
greater deviation from the original text either lexically, syntactically, or both,
while at the same time retaining enough of the semantic import of the original to
still be considered a translation. There is no space here to look at all of the strate-
gies employed by translators, so I confine my attention to the two combinations
Ag-Ntr-An-C and Ag-Ntr-An-Ab, which, as already mentioned, differ widely in
distribution in the two languages. Five of the 18 instances of Ag-Ntr-An-C in Eng-
lish that are rendered by ‘other’ translations in Norwegian are idiomatic expres-
sions such as ‘give it hell’. A further four contain the phrase ‘give a lift’, which is
also translated twice by DO->V. The instances in (47) and (48) are further exam-
ples of English originals which are given an ‘other’ divergent translation.

7. For more on the complementation patterns of Norwegian få and its English correspon-
dences, see Ebeling (2003). For change of subject in Norwegian translations in general, see
Johansson (2004).
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(47) (JSM1)Ty gave me a squeeze around the waist and a kiss on the cheek.
(JSM1T)Ty la armen om livet mitt og ga meg et kyss på kinnet.

‘…put the arm around my waist…’

(48) (SK1)A grateful hometown gave him a parade on the Fourth of July 1945…
(SK1T)En takknemlig hjemby holdt en parade til hans ære den 4. juli 1945…

‘…held a parade in his honour…’

In (47) the recipient is recoded as a possessive (but note that the second theme,
a kiss on the cheek, receives a congruent translation). As for (48), there is no
ditransitive form in Norwegian corresponding to ‘give someone a parade’.

While only 46% of English original examples of Ag-Ntr-An-C OO are trans-
lated by congruent constructions, a full 80% of the Norwegian examples of the
same combination are translated into English in this manner. This is in line with
what we would expect given the distribution of the combination in the original
texts in the two languages shown in Table 2, where the English originals are twice
as common as the Norwegian ones. The opposite is the case for the combination
Ag-Ntr-An-Ab, where there are more Norwegian examples in the original texts.
Here we find that it is English that has the most divergent translations. In the next
two sections we will look at more systematically employed translation strategies,
which may tell us more about the differences between the languages.

4.3 Translation of light verb constructions

In this study I adopt a restrictive definition of light verb constructions, only
including, for English, cases where the form of the direct object is identical to the
base form of the verb, with the added proviso that it has to be the case that one
could substitute this form for the give construction without substantially altering
the sense of the latter.8 Thus ‘to give a lift’ is not considered a light verb construc-
tion since ‘to lift somebody’ is not synonymous with ‘to give a lift to somebody’.
According to Levin and Ström Herold (2015: 145), this restricted definition, which
closely resembles the one adopted by Wierzbicka (1988:295), is utilised in most
monolingual studies of English light verbs. Other researchers adopt a less restric-
tive definition, including direct objects in the form of nouns that are related
derivationally to a verb with a similar meaning, for instance opinion and opine.
This approach is taken by Ronan and Schneider (2015: 3), by Levin and Ström
Herold (2015: 145), and by Mehl (2019). In Norwegian many nouns that are related

8. The single exception made to the requirement of absolute identity of form for English was
the inclusion of the noun advice. It is minimally different from the verb advise and its Norwe-
gian correspondent, råd (‘advice’), is included.
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to verbs with similar semantics differ from these in that the verbs have an extra
syllable /ɛ/, represented orthographically by <e>. If one were to apply the strict
definition to Norwegian, one’s sample would therefore be restricted to construc-
tions containing nouns ending in ‘e’, such as støtte (‘support’, both nominal and
verbal). For this reason, I also included examples where the form of the direct
object in Norwegian is identical to the infinitive form minus the final vowel, indi-
cated in writing by ‘e’ (e.g. spark =‘kick (noun)’ and sparke= ‘kick (verb)’). Note
that this definition is still narrower than the one adopted by scholars who would
include pairs such as opinion and opine. In particular, it means that examples such
as (49)–(51), which would fall under the broader definition of light verb construc-
tions adopted by Levin and Ström Herold (2015), and which are translated by DO-
>V, have not been included in the tables below.

(49) (MM1)She only gave him soft beatings.
(MM1T)Hun slo ikke så hardt.

‘…did not hit so hard.’

(50) (AT1)Macon gave a lot of thought to that now, lying in his bed at night.
(AT1T)Macon tenkte mye på dette nå, når han lå i sengen om natten.

‘…thought a lot about this…’

(51) (ILOS1)Hele tretti år gikk før paven gav den uektefødte kongen sin velsignelse…
‘…gave the illegitimate king his blessing…’
Thirty years were to pass before the Pope would bless the illegitimate king…

(ILOS1T)

Levin and Ström Herold (2015: 154) point out that the sort of theme in (49)–(51)
is more common in their Swedish data than in their English material. Table 9 con-
tains all the themes that have been considered direct objects of light verb give and
gi in the present study.9

There are more examples of light verb constructions in the original English
texts than in the original Norwegian texts, both in terms of tokens and of types.
The majority of the tokens of light verb constructions, 88% in English and 84%
in Norwegian, code agentive actions of non-transfer. Table 10 shows details of the
total number of light verb constructions in the original texts in the two languages

9. Note that the totals in Table 9 are very different from those in Molina-Plaza and De
Gregorio-Godeo (2010:200–201) based on data from the BNC. They offer give advice as the
most frequent combination with 194 hits, while give a look has just two, and give a smile just
one. The difference is no doubt in part due to their only having searched for the base form of
give. They found just one example of give her a smile. However, the BNC also contains nine
examples of gave her a smile. Predications of smiling and looking are more likely to be found in
narrative texts, which tend to be in the past tense.
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Table 9. themes of light verbs give and gi in descending order of frequency

English originals Norwegian originals

Look 10 Støtte (support) 6

Smile 10 Råd (advice) 4

Name  4 Kyss (kiss) 3

Kiss  3 Dunk (push) 1

Advice  2 Form (shape) 1

Glance  2 Klapp (pat) 1

Push  2 Klyp (pinch) 1

Shake  2 Puff (nudge) 1

Stare  2 Rykk (jerk) 1

Answer  1 Smil (smile) 1

Boost  1 Spark (kick) 1

Call  1 Tips (tip) 1

Chill  1 Tvætt (licking) 1

Help  1 Vern (protection) 1

Hug  1 Vipp (push) 1

Lick  1 Ære (honour) 1

Nip  1

Nudge  1

Pain  1

Rinse  1

Shock  1

Shove  1

Squeeze  1

Stir  1

Swing  1

Swipe  1

Thrill  1

Trouble  1

Yank  1

Wash  1

Total: types: tokens 30 : 58 16: 26
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according to semantic features, together with the number of congruent transla-
tions and translations in which the theme in the original text is encoded in the
verb in the translations.

Table 10. Light verb constructions and their most common translations

Semantics Into Norwegian Into English

Total Congruent DO-> V Total Congruent DO-> V

Ag-Tr-An-Ab  3  2  1  6  2 3

Ag-Ntr-An-C 33 16 12 12 10 1

Ag-Ntr-An-Ab  3  0  3  7  3 3

Ag-Ntr-In-C 11  3  8  1  1 0

Ag-Ntr-In-Ab  4  4  0  0  0 0

St-Ntr-An-Ab  4  1  3  0  0 0

Total 58 26 27 26 16 7

The two translation strategies listed in Table 10 account for 91% of the examples in
translations of English originals and 88% of translations of Norwegian originals.
Translators into English are more likely to employ congruent translations, as in
(52) and (53), which is as we might expect, given the greater number of light verb
constructions in the original English texts. The difference between the practice of
the two sets of translators is not, however, statistically significant (p= 0.16). Levin
and Ström Herold (2015: 155) found a similar tendency for translations of Swedish
light verb constructions into English and vice versa. Almost half of the Norwegian
translations employ congruent translations, as in (54).

(52) (HW1)Hun ga ham et bestemt rykk…
(HW1T)She gave him a firm tug…

(53) (SL1)I alle gatene der han fant hunder, ga han dem et spark…
(SL1T)Wherever he came across dogs in the streets he gave them a kick…

(54) (TH1)The teacher monitoring the hall gave me an odd look.
(TH1T)Læreren som hadde vakt i gangen sendte meg et forundret blikk.

‘…sent me a surprised look…’

Molina-Plaza and De Gregorio-Godeo (2010), in their discussion of light verb
constructions in Spanish and English, maintain that “[l]iteral translation of the
constituents should be avoided because phraseological units only rarely have the
same form in the T[arget] L[anguage], leading to an unnatural equivalent at best”
(Molina-Plaza and De Gregorio-Godeo 2010: 195). The evidence of translation

394 Thomas Egan



equivalents like those instantiated in (52)–(53) shows that translators between
Norwegian and English do not always have to avoid literal translations.

We have seen in Tables 7 and 8 that both sets of translators regularly employ
the DO->V translation strategy, the Norwegian translators doing so in 39 of 330
instances, the English translators in 31 of 371 (Pearson’s X2(1) =2.329, p= 0.126957).
This strategy is labelled ‘transposition’ in the classification of Vinay and Darbelnet
(1995), who define it as “a translation method in which a source language word is
rendered by a target language word of another word class” (Vinay and Darbelnet
1995: 351). However, when it comes to the more narrowly defined category of
light verbs, this strategy is more commonly employed by translators into Norwe-
gian, in 27 of 58 cases (47%) as opposed to just seven of 26 instances for English
(28%.) This is particularly striking in the case of predications containing concrete
themes, as in (55)–(57).

(55) (DF1)The flustered lady gave me a blank stare…
(DF1T)Den oppskjørtede damen så uttrykksløst på meg…

‘…looked expressionlessly at me…’

(56) (RD1)Matilda said, “I’d give it a good wash, dad …
(RD1T)Matilda sa: – Jeg tror du burde vaske det grundig, pappa.

‘…wash it thoroughly…’

(57) (SL1)Hun gir ham et kyss på munnen…
‘…gives him a kiss on the mouth…’

(SL1T)She kisses him on the mouth as is the custom.

There are twenty DO->V translations into Norwegian with concrete themes,
twelve with an animate recipient as in (55) and eight with an inanimate recip-
ient, as in (56). In the English translations, there are none of the latter, and just
one of the former, given in (57). There are two factors which contribute to this
difference in distribution. One is the fact that there are fewer such themes in the
Norwegian originals. The other is a greater tendency on the part of English trans-
lators to employ a congruent translation, as in (52) and (53).

4.4 OO translated as OP and vice versa

According to Tables 7 and 8, there are 18 tokens in the Norwegian translations and
27 in the English translations in which a ditransitive construction is translated using
a prepositional dative, or vice versa. Table 11 shows the direction of translation.

We see in Table 11 that not only are there 50% more cases of OO<->OP in the
English translations, but that as many as 93% of these are OO->OP. For Norwe-
gian the corresponding percentage is 56%. The difference between the two sets
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Table 11. translations of OO by OP and of OP by OO

Into Norwegian Into English

OO -> OP 10 25

OP -> OO  8  2

Total 18 27

of translators with respect to the direction of recoding is statistically significant
(p <0.01 according to a Fisher Exact test with 1 df ). In 13 of the 25 instances in the
English OO->OP translations, the translator has chosen to retain the give verb,
as in (58). In the remaining 12 cases an alternative verb is used, as in (59).

(58) (EFH1)Gi meg det tilbake.
‘Give me it back.’

(EFH1T)Give it back to me.

(59) Tim Greve beretter at en begeistret fransk journalist i 1930 gav Norge oven-
(TG1)stående attest.

‘…gave Norway the following encomium…’
According to Tim Greve, an enthusiastic French journalist made this tribute to

(TG1T)Norway in 1930.

In 15 of the 25 tokens of English OO->OP translations, the recipient and theme
are either both pronominal or both non-pronominal, as in (58) and (59), respec-
tively. Nine of the ten remaining cases contain a pronominal recipient and a full
nominal theme, as in (60)–(62).

(60) (GS1)Det slo meg at det var et treffende, poetisk bilde han hadde gitt meg.
‘…had given me…’
It occurred to me that the image he had presented to me was an appropriately

(GS1T)poetic one.

(61) (MN1)Jeg tigget Gud om å gjøre slutt på ventetiden og gi oss far tilbake.
‘…give us Father back.’

(MN1T)I begged God to put an end to the waiting and bring Father back to us.

(62) (OEL1)Han var også sikker på at hun ville gi ham plass ved bordet…
‘…give him space at table…’
He was also certain that she would make a place for him at the table …

(OEL1T)

(60) is one of three instances in which the pronominal recipient is in a relative
clause. In such cases there is less difference between OO and OP than in cases
where the theme occurs in the same clause as the recipient, since the constituent
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order in the two constructions is identical: ‘(that) she gave me’ versus ‘(that) she
gave to me’. The choice of the verb present, used here for the only time in the trans-
lations, instead of give also motivates the choice of the OP construction.

A further point of interest are instances including the adverbial tilbake
(‘back’), illustrated in (61). There are in all nine tokens in the Norwegian originals
containing this adverbial. All of these are OO, and in eight of them the adverbial
comes after both objects (in the ninth, which contains a heavy theme, it comes
between the two objects). Three of them receive a congruent translation, and
three of them a divergent translation in which the recipient, which is given in
the co-text, is omitted. The final three, two of which are given in (58) and (61),
instantiate OO->OP. In (62), the change of verb and change of preposition yield
a benefactive rather than recipient construal of the action of setting an extra
place at the table.

Both tokens of OP->OO in the English translations, shown in (63) and (64),
contain two NPs.

(63) (TG1)Kongen gav audiens til Skrefsrud…
‘…gave audience to Skefsrud…’

(TG1T)The King of Denmark granted Skrefsrud an audience…

(64) (ILOS1)Når et malmfunn ble gjort, gav kongen privilegier til verkseieren.
‘…gave the king privileges to the mine-owner.’
When a vein of ore was found, the King granted the mine-owner special privi-

(ILOS1T)leges.

In both (63) and (64), the translator has employed the verb grant, rather than
give. However, since grant also takes part in the dative alternation, this alone can-
not explain the change in syntax. The Norwegian original in (63) contains a fixed
expression without an indefinite article. Adding the required article in the Eng-
lish translations serves to render the inanimate theme longer than the animate
recipient, and both this difference in animacy and this difference in length may
motivate the choice of OO. In (64) the translator has deemed it necessary to add
the adjective special to privileges, again making the inanimate theme more com-
plex than the animate recipient.

In as many as eight of the ten Norwegian OO->OP translations, the translator
has chosen to use a verb other than gi; (65) and (66) are typical examples of this
strategy.

(65) (DF1)He gave me a brief haunted glance…
(DF1T)Han kastet et kort, jaget blikk på meg…

‘He threw a short hunted [sic] glance at me…’
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(66) “They gave someone else who was newer, a man, the Nebraska territory …”
(AH1)

(AH1T)«De overlot distriktet til en ny selger, en mann…»
‘They left the district to a new salesman, a man…’

The verb kaste (‘throw’) in (65), although not impossible in the ditransitive, is
much more commonly used with the prepositional dative. The original predica-
tion in (66) is unusual in that the recipient is both longer and more complex
than the theme. One might therefore have expected to find OP in the English
original, which is not to say that the OO construction is not felicitous in the con-
text. The Norwegian translator further simplifies the theme by omitting the pre-
modifying noun Nebraska. When one adds the fact that the verb overlate does not
occur in the ditransitive, the replacement by the translator of OO by OP seems
well motivated.

Unlike in the strategy of OO->OP, translators going in the opposite direction
tend to retain the give verb in six out of eight cases, as in (67) and (68).

(67) (ROB1)But she can’t give it to him…
(ROB1T)Men hun kan ikke gi ham den…

‘…give him it…’

(68) The sheer size of the Soviet Union has always given a wide degree of to the local
(MAW1)administration…

Sovjetunionens enorme avstander har alltid gitt de lokale myndigheter et bety-
(MAW1T)delig slingringsmonn.

‘…given the local authorities a considerable flexibility…’

In three of the six cases that retain the give verb, the recipient is a personal pro-
noun and the theme is encoded by the pronoun it, which is unlikely to occur after
the recipient in English: as mentioned in Section 2.1, Norwegian is more accept-
ing of the equivalent pronouns (den/det) in this position. In two of the other three
cases, both roles take the form of NPs with the recipient being animate and the
theme inanimate. In the final Example (69), the recipient is a pronoun and the
theme an NP.

(69) We sense there is some sort of spirit that loves birds and the animals and the
ants. Perhaps the same one who gave a radiance to you in your mother’s

(ROB1)womb…
Vi merker det fins noe i oss som elsker fugler og dyr og maur – Kanskje det

(ROB1T)samme som ga deg stråleglans som foster i livmoren…
‘… who gave you radiance…’

Here there is no doubt that the Norwegian translation is more in accord with the
general principles of given-before-new and end-weight than is the English orig-
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inal. What may have motivated the order of the English text is the possibility of
construing the adverbial in your mother’s womb as a post-modifier, which would
make for a much longer recipient. Note that the same point would not apply to
the Norwegian original, which adds som forster (‘as an embryo’) to the English
original.

5. Discussion

The results presented in the previous sections suggest that there are far more sim-
ilarities than differences between the constructions in the two languages. Indeed,
the extent of the differences may well be no greater than between give construc-
tions in some native varieties of English (see, for instance Bresnan and Ford
2010: 172). It is the detailed cataloguing of these similarities, both in the case of
prototypical and more extended senses, that represents the most significant con-
tribution of this chapter to our knowledge of give predications.

Three research questions were posed in Section 1. The first of these was:
how similar to/different from one another are the distributions of the ditransitive
and prepositional constructions containing the verbs give and gi in the original
texts in the two languages? The results of the analysis of the corpus data in
Section 3.1 show that there was hardly any difference in the overall proportions
of OO and OP constructions in the two languages, with the ditransitive construc-
tion accounting for 86.6% of all tokens in the original English texts and 85.3%
in the original Norwegian texts. The proportions of OO and OP uses in the two
languages were also generally similar at the level of individual semantic feature
combinations. There are, nevertheless, some differences with respect to the dis-
tribution of give versus gi instances over the 11 or 12 different semantic feature
combinations, with some combinations being relatively more frequently attested
in English and others in Norwegian.

Related to the first question was the hypothesis that the distribution of the
constructions would be more similar in the two languages in the case of more
prototypical uses than for various extensions from the prototype. This hypothesis
received modest support from the data, in that the combinations or senses for
which we saw a greater difference between English and Norwegian were all fairly
unprototypical ‘non-transfer’ uses.

These senses that exhibited the largest difference in distribution in real num-
bers between the two languages were those encoding actions of non-transfer by
an agent to an animate recipient, with twice as many tokens of Ag-Ntr-An-C in
English than in Norwegian, and 55% more tokens of Ag-Ntr-An-Ab in Norwegian
than in English. These were discussed in Section 3.2, where it was pointed out that
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light verb constructions, such as give a look and give a smile, together with give
a lift, which was not classified as a light verb in this study, account for most of
the ‘excess’ tokens of Ag-Ntr-An-C in English. If I had adopted the more common
practice of classifying the themes in these constructions as abstract rather than
concrete, the totals for the two languages would have been much more similar.
However, this would merely have made the difference in themes an internal dif-
ference within the Ag-Ntr-An-Ab combination of features. The difference would
still have had to be accounted for.

The second and third research questions referred to the translations of the
give predications. The second question asked whether there are some kinds of
predications that are either usually or seldom translated by congruent construc-
tions, and, if so, what characterises these. The third question asked what char-
acterises translations that are divergent in form. Related to these questions is the
hypothesis that one would expect more syntactically congruent translations in the
case of prototypical uses than extended uses. To address this hypothesis would
require a more systematic investigation of the relation between semantic proto-
typicality and the proportions of congruent versus divergent translations than
there is space for in the present chapter. However, it can at least be pointed out
that the senses that receive the most divergent translations are also those differ-
ing most in distribution in the original texts, with Ag-Ntr-An-C and Ag-Ntr-An-Ab
again to the fore.

As for divergent translation strategies, we saw in 4.2 that Norwegian is much
more likely than English to recode the recipient as subject, with most of these re-
codings containing the verb få (‘get’). Norwegian translators are also more likely
to incorporate the theme in the verb when translating light verb constructions
(see 4.3), and to recode prepositional objects as indirect objects (see 4.4). How-
ever, these differences only apply to a minority of translations in the corpus. Over-
all, translators into English employ congruent translations in 67% of cases and
translators into Norwegian in 61% of all cases. Moreover, when they translate by
means of divergent constructions, they often use the same sort of divergent con-
struction.

To sum up, the behaviour of give constructions in English and Norwegian is
in general very similar, although there are some pockets of uses which are over-
represented in the original English data as compared to the original Norwegian
data or vice versa. In addition, there is a high degree of similarity in the pro-
portions of congruent versus divergent translations in both translation directions,
with the exception of a number of specific strategies that are more frequently cho-
sen by one or the other set of translators.
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6. Conclusion

This chapter has provided a comparative perspective on ditransitives in present
day English and Norwegian, by investigating both nominal and prepositional pat-
terns with the verb give and its Norwegian counterpart gi. Data for the study come
from the bi-directional English–Norwegian Parallel Corpus, containing, on the
one hand, original texts in the two languages, and on the other hand, translations
of these texts into the respective other language. A close analysis of give-patterns
attested in the corpus reveals interesting differences between English and Nor-
wegian: while the former e.g. has a higher frequency of light verb constructions,
the latter shows a tendency for get-constructions with a recipient-subject where
English uses a ditransitive pattern. At the same time, there are also striking simi-
larities between the languages, particularly regarding the semantic features of the
ditransitive patterns and their overall distribution.
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Acquiring feature-based ordering
preferences in English ditransitives

Daniel Bürkle

The system of features affecting adults’ dative construction choices in Eng-
lish is well established in recent research. Less is known about how children
might acquire this system. The two experiments in this chapter add data to
this question. They map out the effects of length, animacy, and grammatical
number on these choices in first language acquisition. The first experiment
combines an act-out task with eye-tracking and finds that children as young
as four years of age expect the animate-before-inanimate order. The second
experiment asks the same participants to reproduce ditransitive sentences
and finds that participants reproduce sentences more easily if these conform
to their ordering preferences. These results suggest that the harmonic align-
ment evident in dative ordering preferences is an epiphenomenon of cogni-
tive ease.

Keywords: dative alternation, first language acquisition, psycholinguistics,
English

1. Introduction

One strand in recent research on the dative alternation in English assumes that
speakers have a choice between two constructions:1 the double object construc-
tion, as in (1a), and the prepositional construction, as in (1b).

(1) a. Rick gave Kate a coffee.
b. Rick gave a coffee to Kate.

https://doi.org/10.1075/sigl.7.12bur
© 2023 John Benjamins Publishing Company

1. Depending on dialect and the definition of “construction”, there may be more than two
ditransitive constructions (Haspelmath 2007). Although this argument is not the focus of this
chapter, the feature-based choice approach would arguably not need to be changed fundamen-
tally in order to accommodate additional constructions. This chapter assumes that there are
only two constructions.



In this strand of research, the choice between these two constructions is seen as
influenced by several factors. A universally accepted list of such factors has not yet
emerged, but most of the proposed factors are features of the two objects (Kate
and a coffee in (1)) – their animacy, length, grammatical number, grammatical cat-
egory (pronoun or noun), and discourse availability (Bresnan et al. 2007), among
others, including various contributions to this volume. Bresnan et al. (2007) inter-
pret these factors as preferences for aligning features with position. For example,
constructions that place an animate object before an inanimate object, as in (1a),
are more common than the opposite, as in (1b). Similarly, it is preferred to place
shorter objects before longer ones, so (2a) is more common than (2b); and it is
preferred to place plural objects before singular ones, so (3a) is more common
than (3b).

(2) a. Rick showed Kate an interesting book.
b. Rick showed an interesting book to Kate.

(3) a. Rick sent his colleagues a postcard.
b. Rick sent a postcard to his colleagues.

Most research in this feature-based choice strand has been based on corpus data,
as this allows systematic investigation of multiple factors in a large dataset. These
studies have found largely similar factors, though not without variation – for
example, Bresnan and Hay (2008) find that the same factors are statistically signif-
icant predictors for the dative construction choice in different dialects of English,
but that the strengths of some factors differ between dialects (also see Röthlis-
berger, this volume).

While these studies are insightful, it is necessary in any systematic investi-
gation to use a range of different methods to investigate the same phenomenon.
This not only verifies previous results but also tests for underlying assumptions,
essentially leading to further insights into the phenomenon (Feyerabend 1993).
This chapter presents two psycholinguistic experiments with precisely this aim
of scrutinising and clarifying certain assumptions and findings common in the
feature-based choice strand of dative alternation research, namely the idea that
the features of importance are understood similarly by all speakers and that they
influence dative choice separately.

It is reasonable to expect that any differences in feature processing would be
likely to occur in the fluid process of language acquisition. If features influence
the choice of construction separately, their effects may arise in sequence during
language acquisition. Therefore, we study children’s processing and production
of datives (and compare their behaviour to adults’ behaviour in the same experi-
ments) in order to establish whether children exhibit ordering preferences differ-
ent from adults in the dative alternation. The two experiments presented in this
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chapter also test whether a length difference of one syllable can cause an effect of
length on the dative alternation, and assess the less well-established effect of gram-
matical number. Other features, including the bias of individual verbs for one or
the other construction, are not examined here in order to control for them when
testing for effects of animacy, length, and number (see Kholodova and Allen, this
volume, for an approach focussing on such verb-specific preferences in German).
These individual effects are not always clear in corpora, so controlled experiments
like the two experiments reported on in the present chapter are necessary.

Children of ages 4 and 8 were included as participants because the difference
between these ages is large enough that any developmental difference should
emerge clearly, and because it can reasonably be assumed that these children
know and use both constructions (Gropen et al. 1989:212–216). What is more, by
including two different age groups in the study, the emergence of the two con-
structions vis-à-vis each other can be examined. Recent research in that regard
suggests that double object constructions do no emerge after prepositional con-
structions (e.g. Gropen et al. 1989; Bürkle 2011; Jäschke and Plag 2016) as has been
claimed earlier.

The first experiment uses an act-out task with concurrent eye-tracking to
examine perception and processing and finds that children and adults expect
inanimate objects to appear after animate ones, in line with Bresnan et al. (2007)’s
harmonic alignment for animacy. The second experiment elicits production of
sentences containing dative alternation constructions to test whether this expec-
tation is due to a preference for the prototypical pattern of an inanimate theme
object (such as a coffee in (1)) being transferred to an animate recipient (Kate in
(1)). The second experiment finds that this pattern is more likely to be repeated
correctly. Moreover, the youngest participants (ages around 4 years) are shown to
repeat sentences with one animate and one inanimate object more quickly than
sentences with two animate or two inanimate objects regardless of the roles of
these objects, but older children (ages around 8 years) are additionally sensitive
to the prototypical pattern. Specifically, the older children initiate reproduction of
sentences with animate recipients more quickly than reproduction of sentences
with inanimate recipients, suggesting that the preference for the prototypical pat-
tern may develop after the age of 4 years. Together with the finding that these
young children also prefer the more marked prepositional construction over the
double object construction, this is presented as evidence for an effect of cognitive
ease or prominence: more clearly marked or perceptually apparent forms and fea-
tures are learned earlier in the complex system that determines the choice of con-
struction. As these features are learned independently, they must be independent
features – epiphenomena of cognitive ease, but not reducible to one phenomenon.
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This chapter is divided into five sections. Section 1 presents and evaluates pre-
vious research, including psycholinguistic experiments. Section 2 summarises the
aims of the present experiments against this background. Section 3 presents the
act-out experiment and its result, and Section 4 does the same for the elicita-
tion experiment. Drawing on the results of these experiments, Section 5 argues
that cognitive ease and prominence may be an important factor in the dative
alternation choices of adult speakers (following Malchukov, Haspelmath, and
Comrie 2010).

2. Background

According to Wasow (2002:8), dative alternation research has long focused on
a purported difference in meaning between the two constructions: the double
object construction encodes caused possession of an object by a recipient,
whereas the prepositional construction encodes caused motion or another event
that is “normally sufficient to bring [the theme] into the sphere of [the recipient]’s
physical control” (Oehrle 1976: 129). This changed with Hawkins’ principle of
Early Immediate Constituents (EIC; Hawkins 1994: 77), which posits that the
heads of a phrase’s immediate constituents are kept as close as possible to the head
of that larger phrase. In an SVO language with prepositions and right-branching
phrases such as English, this equals the law of increasing constituents: placing a
long head-initial phrase at the end means that all the material following the head
of this phrase does not come between the head and subordinate phrase heads
(Hawkins 1994:211–212). For example, the subordinate phrase heads her and to
are close to the phrase head brought in (4a), with only one other word (dog) inter-
vening between the three heads. The alternative ordering in (4b) sees three other
words between the three heads. Therefore, the EIC principle predicts (4a) to be
preferred.

(4) a. Liz [brought [her dog] [to the school reunion]].
b. (Bürkle 2011: 52)Liz [brought [to the school reunion] [her dog]].

In a left-branching, verb-final language such as Korean, the same principle
explains the preference for longer phrases to be placed at the beginning (Hawkins
1994: 211–212). While the EIC principle explains much crosslinguistic data, Wasow
(2002: 45–46) points out that it implicitly relies on utterances being planned out
completely before ordering decisions are made and that this assumption is not
supported by the data.

Thus, while length differences partly explain the dative alternation and simi-
lar weight phenomena (Wasow 2002: 2 found that 80 to 90% of his data observe
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the rule of “nondecreasing length”), they are not the only factor (cf. also Dubois,
Rauth, as well as Ussery and Petersen, this volume, on varying effects of length
in different Germanic languages). The verb may be another factor: most verbs
that participate in the dative alternation are more commonly used with one of
the constructions than with the other. For example, the majority of give sen-
tences use the double object construction, while the majority of ditransitive take
sentences use the prepositional construction (Gries and Stefanowitsch 2004: 106;
Bürkle 2011: 39). These verb biases could be idiosyncratic (Wasow 1997: 101–102),
though some recent research (Gries and Stefanowitsch 2004: 104–107; Ambridge
et al. 2014) supports the notion of these biases as representing systematic tenden-
cies for meaning differences discussed above (transfer of possession versus spatial
transfer), modulated by other factors and considerable variation within classes of
verbs. Furthermore, it has been argued that the dative alternation is an epiphe-
nomenon of prosodic preferences (Zec and Inkelas 1990). Previous (recent) use
of one construction, even with different objects, has also been shown to increase
the likelihood of that construction (e.g. Bock 1986).

Apart from these, the factors that have been claimed to affect the dative alter-
nation are features of the two objects: their length, as mentioned above, as well
as the animacy of their referents, their grammatical number, grammatical per-
son, pronominality, and givenness in the context (Wasow 2002; Bresnan et al.
2007; Bresnan and Hay 2008; Bresnan and Ford 2010; de Marneffe et al. 2012).
These features are not independent from each other, of course: short words tend
to be more frequent and less morphologically complex; pronouns generally refer
to ‘given’ material and tend to be short (McDonald, Bock, and Kelly 1993); and
animates are more likely to be represented by pronouns. However, Bresnan et al.
(2007) showed that these correlations do not reduce to fewer features, which
means that speakers take all of these individual features into account. For the pur-
poses of this chapter, we will focus on length, animacy, and grammatical number.

2.1 Length

The length of the two objects of a dative alternation verb has often been reported
to affect the choice of construction. According to the more general law of increas-
ing constituents (Cooper and Ross 1975; Behaghel 1928) or “principle of end-
weight” (Biber et al. 1999: 898; also Wasow 2002), longer constituents are to be
placed after shorter ones, at least in some languages. This law can be straight-
forwardly applied to the English dative alternation: apart from the addition of
the preposition to in the prepositional construction, these two constructions are
nothing more than the two possible orderings for two adjacent object phrases.
The choice between constructions can thus also be understood as a choice
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between orderings. All else being equal, the order that places a shorter object
before a much longer one is preferred.

For example, while both (5a) and (5b) are quite acceptable, (6b) is strongly
preferred to (6a). The difference between (5) and (6) is the greater length of the
theme object in the latter pair of clauses, so it must be this length that triggers
a preference for the double object construction and the associated order in (6)
where there is no such preference (or not a strong one) in (5).

(5) a. Kate handed an apple to Rick.
b. Kate handed Rick an apple.

(6) a. ?Kate handed an apple that had been stored in a cool cellar and cut into
quarters with care to Rick.

b. Kate handed Rick an apple that had been stored in a cool cellar and cut
into quarters with care.

This length effect has been found to be significant in most dative alternation
studies that included it in their analysis – in data from the (Canadian English)
Aligned-Hansard corpus (Arnold et al. 2000), the (American English) Switch-
board corpus (Bresnan et al. 2007; Snider 2011), the (New Zealand English)
ONZE corpus (Bresnan and Hay 2008), the British English parts of the ICE cor-
pus (Theijssen 2009), African American English (Kendall, Bresnan, and van Herk
2011), the historical ARCHER corpus (Wolk et al. 2013), the English-speaking chil-
dren in CHILDES (de Marneffe et al. 2012), the (Indian English) Kolhapur cor-
pus (de Cuypere and Verbeke 2013), and six South Asian varieties of English
(Bernaisch, Gries, and Mukherjee 2014). Clearly, it is firmly established, though
the definition and measurement of length may be a point of contention (see
Bürkle 2015).

Similar length effects have been documented in other English alternation
phenomena where different alternants can be analysed as different constituent
orderings: the benefactive alternation (Theijssen et al. 2009), heavy NP shift (de
Wind 1999; Wasow 2002), and particle placement (Dehé 2001; Lohse et al. 2004),
for instance. It is reasonable to assume that one single underlying effect may man-
ifest itself in all these phenomena.

Finally, length effects have also been reported to play a significant role in
dative constructions in child language. De Marneffe et al. (2012) analysed the
influence of length, pronominality, givenness and persistence on the choice of
dative variant comparing corpus data from children with the care-takers’ child-
directed speech to assess the degree to which these factors are similar in their
effect between the two groups. They show that theme length – besides pronomi-
nality of the recipient and the theme – has a different influence on the choice of
dative variant with children preferring the prepositional dative more when theme
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length increases than adults (who tend to avoid long themes in the prepositional
dative, i.e. in first position). No difference in the effect of recipient length was
reported. Interestingly, de Marneffe et al. (2012: 34) found no significant improve-
ment in their analysis by using the number of syllables as their measure of object
length, rather than the number of words. However, this merely shows that the
number of syllables is no better and no worse than the number of words in their
corpus data. Corpus data has many advantages, many of them due to the large size
of corpora, but the major disadvantage of corpus data is that it is messy: transcrip-
tions are often somewhat idealised, which is a particular problem when the tran-
scripts are based on the more variable speech of children. This is compounded by
the fact that different transcribers will use different standards, and it is practically
impossible to check inter-transcriber accuracy with large collaborative corpora
(like CHILDES). For example, one child’s utterance of gimme may be transcribed
by one transcriber as “gimme” and thus be counted as one word in de Marneffe
et al. (2012), whereas another child’s gimme may be transcribed by another tran-
scriber as “gi[ve] me” and thus be counted as two words. Thus, if there was an
effect of word length, it might easily be buried by the noise inherent in corpus
data. A controlled experimental study is therefore necessary to establish or dis-
prove this possible word length effect.

2.2 Animacy

The animacy of the two objects in a dative sentence has been shown to affect the
choice of construction: the construction that places an animate object before an
inanimate one appears to be preferred (Bresnan et al. 2007).

The concept of animacy in linguistics is often described as gradient, using the
well-established animacy hierarchy: Expressions can be ranked according to the
animacy or sentience of their referents, and languages can reflect these hierarchi-
cal differences in their preferred word order. Some Bantu languages, for example,
order the objects of certain verbs according to their position in the animacy hier-
archy (Demuth et al. 2005): higher-ranked, ‘more animate’ objects must be placed
before less animate ones, and thematic roles are assigned using information from
the context or world knowledge. When both objects of a verb are equally animate
according to the animacy hierarchy, both orderings are possible, and both allow
both readings (e.g. first object as theme and second as beneficiary, or vice-versa).
Demuth et al. (2005) showed that, in Sesotho, even four-year-olds observe this
animacy ordering rule, at least for a three-tiered hierarchy of humans > animals
> inanimates. This falls in line with what Malchukov, Haspelmath, and Comrie
(2010) have pointed out, namely that animacy forms part of the prominence of an
object and that highly animate objects are generally more prominent in speakers’
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minds – hence they tend to be expressed first in an utterance. Since it is based on
common knowledge and has been shown to have many different effects in many
different languages, the animacy hierarchy as such may very well be universal; for
a study of animacy in a particular language, however, it is crucial to bear in mind
that languages can organize their animacy hierarchies differently (Gentner and
Boroditsky 2001: 229).

As animacy is a complex concept, it is interesting to consider at what age these
animacy effects arise in child language development. On the one hand, English-
speaking six-year-olds seem to be sensitive to it: Dewart (1979) has shown that
six- to eight-year-old children are more likely to change a passive (monotransi-
tive) sentence to an active one when the agent is animate and the patient inan-
imate, i.e. when the active sentence has animate-before-inanimate order, than
when the agent is inanimate and the patient animate. On the other hand, research
in the Piagetian tradition finds that children acquire an adult-like or scientific
concept of animacy around the age of 10 (Laurendeau and Pinard 1962: 141–159).
The Piagetian methods are however unnecessarily complex (see Laurendeau and
Pinard 1962: 67 and 265–266 as well as the criticism of Brainerd 1973) and only
capture explicit knowledge about biology in any case. This knowledge is presum-
ably taught in science classes, and it is thus no surprise that children as old as
eight do not exhibit it (Schwartz 1980; Okita and Schwartz 2006; Leddon et al.
2009). Because of these methodological and theoretical shortcomings, as well as
the lack of independent support for it, it is dubious to assume the age of 10 to be
the earliest age for animacy effects. In fact, the earliest age of animacy effects in
general is most likely much lower: research in the Piagetian tradition has shown
that the attention of new-borns is drawn to animates or humans (see for exam-
ple Legerstee 2001: 195–197). Linguistic tasks that use animacy implicitly show that
children between two and a half years and four years of age are sensitive to the
animacy of referents (Lempert 1989; Au and Romo 1999; Rakison and Poulin-
Dubois 2001; Thal and Flores 2001; Becker 2007, 2009; Leddon et al. 2009). Chil-
dren begin to use truly transitive sentences at roughly the same age (Ibbotson and
Tomasello 2009: 66–68), which means that children who reliably use transitives
will be attending to the animacy of the objects. Thus, we can agree with Gelman
and Koenig (2001:700) that “animacy seems to be a prelinguistic concept that is
appreciated by children at a very young age”.

Animacy stands apart from the other features of interest in this chapter. The
length and grammatical number of the two objects do not usually affect the plau-
sibility of a ditransitive sentence (except for semantically exceptional objects, such
as sending a letter to the Popes). Unusual patterns of animacy, however, will make
a ditransitive sentence implausible – while (7a) and (7b) follow the same rules of
basic syntax, (7a) is undoubtedly more plausible than (7b).
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(7) a. The mother gave the candle to the daughter.
b. (Gibson et al. 2013:8052)The mother gave the daughter to the candle.

This difference in plausibility can clearly be ascribed to the animacy difference.
Typical recipients are animate, and typical themes are inanimate.

Sandberg et al. (2012) confirm this, showing that listeners with and without
aphasia have difficulty understanding the literal meaning of sentences with inan-
imate recipients and animate themes, like (7b). Gibson et al. (2013) found that
listeners will often not interpret implausible sentences such as (7b) literally, but
rather interpret them as more plausible, minimally different sentences like (7a).
The rate of literal interpretations was higher when the experiment contained
many implausible sentences, and lower when the experiment contained many
grammatically incorrect (but not notably implausible) sentences. Any balanced
experiment using different values of animacy in ditransitive sentences must take
this into account, and we will return to this point in Section 4.

2.3 Number

The grammatical number of the two objects in a dative sentence affects the choice
of construction: the construction that places a plural object before a singular one
appears to be preferred (Bresnan et al. 2007). While Bresnan et al. make no strong
claim regarding the independence of the number effect from other effects, the fact
that removing number (and two other factors) slightly reduces the classification
accuracy of their models B and C (Bresnan et al. 2007: 89) is suggestive of an inde-
pendent effect. Of course, there are counterexamples of phenomena where lan-
guage processing is affected by features other than number, but not by number: for
example, reading time and comprehension in Basque are affected by NP case, but
not number (Laka and Erdocia 2012; Santesteban, Pickering, and Branigan 2013).
However, this does not mean that number categorically cannot affect word order.

Studies of comprehension and production of plural markers (both canonical,
like -s, and non-canonical, like two with no plural morpheme on the noun) have
shown that two-year-old children do understand the idea of a plural (Clark and
Nikitina 2009; Zapf and Smith 2009; Barner, Lui, and Zapf 2012). Early concepts
of plurality may be as simple as “two or more” (Clark and Nikitina 2009: 135), but
at least for English this is unproblematic.

Thus, the effect of grammatical number on the choice of construction in the
dative alternation is worthy of further investigation, especially in the realm of
child language acquisition where research is still largely missing.
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3. Act-out experiment

To investigate the development of the effects of length, animacy, and grammatical
number in first language acquisition, this experiment elicits participants’ choices
for filling gaps in the instruction sentences of an act-out task. These choices mea-
sure participants’ expectations and preferences not only with regard to animacy,
grammatical number, and length of the words in these positions in relation to
the animacy, grammatical number, and length of the other (non-gapped, explicit)
object but also with regard to the order of the two objects.

3.1 Participants

Participants were recruited in three age groups: 4-year-old, 8-year-old, and adult.
Adult participants (N =22; 18 female and 4 male; age range 18 to 41 years, median
age 21 years) were recruited through notices posted on campus and the online
course platform at the University of Canterbury, Christchurch (New Zealand).
Their participation was incentivized with a NZD 10 shopping voucher. Four-
year-old (N= 20, 10 female and 10 male, mean age 4;3) and eight-year-old par-
ticipants (N =20, 10 female and 10 male, mean age 8;4) were recruited through
Christchurch kindergartens, schools and after-school programs as well as home
education networks, the New Zealand Institute of Language, Brain and Behavior’s
participant pool ‘Team Tamariki’, notices posted on campus and the online learn-
ing platform, and word of mouth. Child participants were incentivized with their
choice of one item from a ‘box of treasures’ (containing toy cars, bags of balloons,
sheets of stickers, and the like; monetary value less than NZD 5 each); since par-
ents or caregivers had to accompany the child participants to the experiment, they
received a NZD 10 fuel voucher. All participants were being or had been raised
in New Zealand. All participants named English or New Zealand English as their
first and home language, and the impression of the experimenter, a native speaker
of New Zealand English, was that all participants did indeed speak New Zealand
English. Three participants (one in each age group) reported additional home
languages, but not to the same level of use or proficiency as English. These partic-
ipants were included in the analysis.

3.2 Materials

Images of animals and inanimate objects were obtained under Creative Com-
mons license. These images were used to represent nouns in ditransitive sen-
tences. In each trial, participants saw exactly four images. Each trial had either
three small theme images and one larger recipient image, or one large theme and
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three small recipients. The nouns represented by these images were balanced so
that each of the three nouns represented by the smaller images matched the object
represented by the larger image in exactly one of the three features of interest
(length in number of syllables, binary a priori animacy, and grammatical num-
ber), but did not match it in the other two features. For example, the trial contain-
ing the monosyllabic animate plural recipient dogs as the explicit object had lock
(length-match, but animacy- and number- mismatch), camel (animacy-match,
but length- and number-mismatch), and baskets (number-match, but length- and
animacy-mismatch) as the three options.

Each trial contained four audio stimuli. Three of them were the nouns for
the three smaller images, while the fourth was an instruction sentence including
the verb give, the noun for the larger image as one object (theme or recipient,
depending on the type of trial – see the list of blocks below), and a gap in the
place of the other object. The gap was filled with 500 ms of Brownian noise (gen-
erated with Audacity, version 2.0.2). Brownian (or ‘brown’) noise was chosen
because Shirakawa (2013) showed that participants, particularly children, do not
find it distracting or irritating. All audio stimuli were spoken by the same female
New Zealand English speaker, recorded in a quiet room. See the appendix for all
instruction sentences and accompanying nouns.

Only one verb, namely give, was used in order to control for the effect of lex-
ical bias (Gries and Stefanowitsch 2004) and keep the experiment tolerably short
for four-year-old participants. Give was used despite its strong bias for the dou-
ble object construction because it is reasonable to assume that all participants are
familiar with this verb (which cannot be said for other, less biased verbs like allo-
cate or leave).

3.3 Procedure

Participants were seated at a desk with a HP EliteBook 2740p 12.1-inch touch-
screen computer (displaying 1280 by 800 pixels) and a Tobii X120 head-free eye-
tracker. All visual presentation was on the touchscreen, which showed stimuli
(explained below) on a black background. The experimenter explained to partic-
ipants that they would be moving images on the touchscreen by simple touching
and dragging, and that the eyetracker would be recording their eye gaze. After
eyetracker calibration, the task (run in PsychoPy, version 1.80.00;50 see Peirce
2007 and 2009) was as follows: after a fixation dot (presented in the center of
the screen for 500 ms), three images were shown in a horizontal row, either near
the top of the screen (as ‘themes’) or near the bottom (as ‘recipients’). For exam-
ple, in a trial with dogs as the explicit recipient, these three images (represent-
ing possible themes) were of a padlock, a camel, and three baskets. The order of
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images in this row was randomized per participant and trial. To reinforce that
they were intended as recipients, the ‘recipient’ image or images were always near
the bottom of the screen, had a white frame around each of them, and were not
moveable. When each of the three images was first touched, the audio stimulus of
the corresponding noun was played over headphones (Moshi VLH or Panasonic
RT-HT 161, depending on head size). This ensured that participants registered all
three objects and conceptualized them as the intended nouns (so that participants
thought of the rabbit as a rabbit instead of, for example, a bunny-wabbit or Peter).

After all three of these images had been touched and the corresponding
recordings had played, the larger image (of three dogs, in the example above)
appeared. This image was centred horizontally and positioned near the bottom of
the screen (as a recipient) if the three smaller images were themes, or near the top
(as a theme) if the smaller images were recipients. The instruction audio stimulus
was played as this larger image appeared. Once it had finished playing, the theme
image(s) could be moved by dragging on the touchscreen. When a theme image
was moved inside the white frame of a recipient image, orange and white stars
were shown in the same position as that recipient accompanied by the sound of
a trumpet fanfare, chimes, or drums as a reward stimulus. This reward stimulus
was shown regardless of the choice that was made and concluded the trial.

Thus, participants made a series of choices to fill the gaps in the instruction
sentences. The procedure did not allow them to choose one construction or the
other – this was defined by the stimulus sentence. Participants’ touchscreen input
(touches and dragging paths) and eye gaze during each trial were also recorded,
and these were analysed according to order of touching, the gaze percentages for
each of the four images in that trial, the sequences of dragging and gaze, and the
correlation between the two. This rather novel procedure was chosen to allow
investigation of expectations or preferences in a controlled, fully crossed way,
without possible issues introduced by unbalanced numbers of sentences or utter-
ances typically found in corpora.

64 trials were presented in four blocks of 16 each. All trials within one block
had the same type of instruction, and the order of blocks was the same for all par-
ticipants (see appendix for full list of trials).

Block 1: prepositional construction with gap in place of the theme; Now give the
____ to the dogs.
Block 2: double object construction with gap in place of the recipient; Now give
the ____ the keys
Block 3: double object construction with gap in place of the theme; Now give the
hammer the ____.
Block 4: prepositional construction with gap in place of the recipient; Now give
the monkey to the ____.
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The first two blocks began with a non-interactive automatic demonstration fol-
lowed by a practice phase of four trials. These practice trials were not included in
the analysis of results.

3.4 Results

Figure 1. Percentage of choices by their length (split by length of the explicit object and
by age group), with p-values of χ2 tests (Holm-Bonferroni-corrected)

Figure 1 compares the percentages of monosyllabic and bisyllabic choices from
trials with monosyllabic explicit objects to the same percentages from trials with
bisyllabic explicit objects. If the choice was not affected by length, we would expect
the proportion of monosyllabic to bisyllabic choices being made to be roughly the
same as the proportion of monosyllabic to bisyllabic options available. Since there
were two bisyllabic options when the explicit object was monosyllabic, and two
monosyllabic options when the explicit object was bisyllabic, the expected percent-
ages in case of no length effect would be 66.7% length-mismatching choices and
33.3% length-matching choices. The dotted lines with each bar in Figure 1 show
these expected levels (or, in graphical terms, where the dividing line between the
segments of each bar should be if the random expectation was true). The p-values
given inside the bars in Figure 1 result from testing the respective bars against this
expectation using Pearson’s χ2 goodness-of-fit test on the response counts, and
applying Holm’s sequential Bonferroni procedure for m= 6 comparisons to the
resulting p-values in order to avoid falsely rejecting the null assumption in multiple
comparisons. Because this analysis compares categorical data to expected values, a
χ2 test is appropriate.

The four-year-olds’ choices do not differ significantly from the expected val-
ues (p =0.89 and 0.22). The eight-year-olds’ and adults’ choices, on the other
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hand, do: eight-year-olds and adults prefer bisyllabic options when presented
with a monosyllabic explicit object and monosyllabic options when presented
with a bisyllabic explicit object significantly more than expected by chance (all
p <0.01). There were no further apparent differences in this regard between trials
with the gap in the instruction sentence in place of the theme and trials with the
gap in place of the recipient, although a subsequent regression model shows that
this difference is indeed statistically significant: if the gap in the instruction was a
theme, participants tended to disprefer bisyllabic options. The regression model
(see Table 1 in the appendix) further confirms that adults prefer bisyllabic options
in trials with monosyllabic explicit objects and, conversely, monosyllabic options
in trials with bisyllabic explicit objects. Regression is appropriate here because it
allows investigation of several concurrent effects on one outcome.

Figure 2. Percentage of choices by their animacy (split by animacy of the explicit object
and by age group), with p-values of χ2 tests (Holm-Bonferroni-corrected)

Four-year-olds were apparently not guided by animacy in their choices, as the two
leftmost bars in Figure 2 show. Eight-year-olds were more likely to pick one of the
two inanimate options when the explicit object was animate (p< 0.01) compared
to chance, but did not show a preference for animates or inanimates when the
explicit object was inanimate (p =0.29). For adults, the reverse is true: when the
explicit object was inanimate, adults chose significantly more inanimate options
than expected by chance (p <0.01), but with animate explicit objects, there was no
significant preference. This apparent preference for inanimates is different from
the other significant deviations from random chance discussed so far: the lat-
ter can all be described as feature-mismatching (bisyllabic choices for monosyl-
labic explicits, and so on), whereas this preference for inanimates is apparent only
when the explicit object is also inanimate. In other words, adults apparently tend
towards feature-matching choices in that case.
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Figure 3. Percentage of choices by their animacy, split by animacy of the explicit object
(inanimate/animate), by age group (four-year-olds, eight-year-olds, and adults), and by
the function of the object that participants chose (recipient in Blocks 2 and 4, theme in
Blocks 1 and 3)

When analysing these choices with respect to animacy, the only significant dif-
ferences are in the choices made by adult participants: Figure 3 shows that adults
chose more inanimates as themes (the two rightmost bars in the bottom row)
than as recipients (two rightmost bars, top row) regardless of whether the explicit
object was inanimate or animate, and two-sample χ2 tests show both of these
differences to be significant (corrected p< 0.01 and p =0.02, respectively). In the
children’s age groups, these differences are not significant (all corrected p >0.1 in
two-sample χ2 tests).

A regression model predicting the animacy of participants’ choices was fitted
to this choice data (see Table 2 in the appendix). This model shows that inanimate
choices were more common in trials with an animate explicit object (coefficient
−1.23). Since there were two inanimate options in all trials with an animate explicit
object, this is not surprising. Likewise, it is apparent from Figure 2 that adults
on the whole chose more inanimates, and that eight-year-olds chose significantly
more inanimates when the explicit object was animate, so the significant main
effect of adults and the significant interaction for eight-year-olds and animate
explicit objects also serve as independent confirmation of that finding. The two
remaining significant effects are more interesting: when the gap in the instruction
sentence was the theme, participants tended to choose inanimates to fill it. Inde-
pendent of this, when the gap in the instruction sentence was after an animate
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explicit object, inanimates were also more likely to be chosen. The first of these
effects is readily explained as a preference for (or prototypicality of ) inanimate
themes and animate recipients with give. The fact that there is no similar effect
depending on length or number is readily explained by the absence of a prototyp-
ical pattern for those features – themes and recipients can be plural or singular,
shorter or longer. The interaction between explicit animacy and relative position,
finally, is an order effect as predicted by Bresnan et al. (2007) and as also tested
in several of the contributions in this volume (e.g. Dubois, Röthlisberger): inani-
mate objects are preferred following animate ones.

The prepositional construction has been argued to be less restrictive with
regard to what verbs it can be used with and what meanings it can encode
(Oehrle 1976; Gropen et al. 1989; Rappaport Hovav and Levin 2008). Therefore,
it is conceivable that these animacy preferences may be stronger in trials with
double-object instruction sentences (the more restrictive construction). However,
additional models using just half of the data set each (preposition instructions
only, or double-object instructions only) do not show a significantly strong inter-
action between animacy and order, suggesting there is no difference between
these two halves of the data set. The full model (using both halves of the data set)
does not show a significant effect of construction, so the verb bias of give to favour
the double-object construction does not appear to affect the results of this experi-
ment.

Figure 4. Percentage of choices by their grammatical number (split by number of the
explicit object and by age group), with p-values of χ2 tests (Holm-Bonferroni-corrected)

Feature-matching is also apparent in the percentages of singular and plural choices
made by eight-year-olds and adults (all significant at p <0.01), shown in Figure 4.
The effect is particularly striking in the choices made by the eight-year-old age
group: even though each trial offered two mismatching options and only one

Acquiring feature-based ordering preferences in English ditransitives 419



matching one, eight-year-olds chose the single matching option in 54% of trials.
The choices made by four-year-olds again do not differ significantly from random
chance. This is confirmed in a regression model for the number of the choice.

Participants’ eye gazes were analysed in age groups, by categorising gaze
points according to which image they fell on, binned in 50 ms increments from
the onset of the instruction sentence to 3 seconds after that point. A smoothing
spline analysis of variance (SSANOVA; de Boor 2001; Davidson 2006; Gu 2013)
model was fit to this binned data (separately for each of the three age groups).
These models show that as early as 1 second after the start of the instruction sen-
tence (which is during the instruction sentence still), adults are already much
more likely to gaze at the image they will later choose as their response than at
either of the other two options. Four- and eight-year-olds’ gazes do not exhibit the
same pattern to a significant degree.

In trials with an animate explicit object, adults (but not children) looked at
the one animate option at least as much as at the other two options combined up
to about 2 seconds after the start of the instruction sentence. This suggests that
the adults’ attention was attracted more by that single animate option. In the tri-
als with an inanimate explicit object, all age groups looked at the two animate
options significantly more than at the single inanimate one, which is in line with
the absence of a significant preference for any one of the three images.

3.5 Discussion

Participants’ choices out of the three options in each trial reveal several coexisting
preferences: adults prefer inanimate options if the explicit object is also inanimate
or if the gap in the instruction sentence was in place of the theme object. Eight-
year-olds, on the other hand, prefer inanimate choices when the explicit object is
animate. These two findings can be summarised as an animate-before-inanimate
preference. The interaction effects in the regression model suggest that this pref-
erence does not differ significantly across age groups.

Previous studies of the dative alternation in child language (de Marneffe et
al. 2012 and an unpublished analysis of the data in Bürkle 2011) did not find a
significant animacy ordering effect in child speech corpus data, probably due to
its uncontrolled and unbalanced nature. The fact that the present study did find
this effect with child participants demonstrates the usefulness of the experimen-
tal approach as a supplement to corpus studies, and adds to an emerging litera-
ture converging on the idea that the dative alternation choice is just as complex
in the language of children (from four years of age) as in the language of adults
(Stephens 2010; de Marneffe et al. 2012; van den Bosch and Bresnan 2013). In the
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words of de Marneffe et al. (2012:54), “child speech only differs from the speech
of their adult interlocutors in degree, not in kind”.

Gaze behaviour in this experiment did not always match choices: for exam-
ple, adults were not significantly more likely to gaze at the inanimate option in
trials with an explicit inanimate object, but they were significantly more likely to
choose that option. Explaining this discrepancy is beyond the scope of the present
study but may be of methodological and psychological interest for further studies.

Turning to grammatical number, eight-year-olds and adults prefer to choose
the option that matches the number of the explicit object. Grammatical number
does not affect ordering choices, however: participants did not choose plural
options more in trials where the gap preceded a singular object than in trials
where the gap followed a singular object, and they did not choose singular options
more when the gap followed a plural object than when it preceded a plural object.

In light of the plural-before-singular preference accepted in the literature fol-
lowing Bresnan et al. (2007), such preferences would have been expected (assum-
ing the present experiment allows such effects to surface). There are two possible
explanations for this negative finding: either the plural-before-singular ordering
preference does not hold for the participants in this study, or this study’s method
was not suitable for testing for this effect. The first of these possibilities is not
as far-fetched as it may appear, since most of the studies that reported a plural-
before-singular ordering preference are based on corpus data and thus have to be
interpreted with the limitations of corpora in mind. However, the second possi-
bility is more likely. There are several confounding factors in this experiment (the
task being relatively novel, participant fatigue, repetitive and matching features of
experimental stimuli), and any of them could be expected to mask a subtle order-
ing preference. The fact that this study did not find the plural-before-singular
preference attested in Bresnan et al. (2007) therefore does not constitute sufficient
evidence against this ordering preference.

In terms of length, the results of this study are weak at best. There is some
evidence that eight-year-olds prefer monosyllabic options when the gap in the
instruction sentence is followed a bisyllabic explicit object, but this is a tendency
rather than a strong effect.

The effect of length on the dative alternation and similar ordering phenomena
is well established: speakers of all ages prefer shorter items to be ordered before
longer items (Wasow 2002; Bresnan et al. 2007; de Marneffe et al. 2012). The ques-
tion that this study aimed to address is whether a length difference of one syl-
lable is enough to cause this effect. As with the number effects discussed above,
there is some uncertainty inherent in interpreting the results, as this study may
not be able to uncover more subtle ordering effects. In light of this, the fact that
eight-year-olds’ choices appear to manifest a bisyllabic-before-monosyllabic pref-
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erence has to be treated with great caution. It seems unlikely that this one finding
is evidence of a long-before-short preference, which would counter all previous
research that documents a short-before-long preference. The finding does sug-
gest, however, that a length difference of one syllable may not be enough to trigger
the short-before-long effect.

There is a tendency apparent in adults’ choices: they appear to choose objects
that do not match the length of the explicit object. This is likely an epiphenome-
non of an animacy-matching tendency, as these features are not independent by
design.

4. Elicitation experiment

To investigate the development of the effects of animacy and grammatical number
in language production, this second experiment elicits reproductions of ditran-
sitive sentences which systematically vary by animacy and number of the two
objects as well as their order. Three factors of these reproductions are analysed: the
construction used, the time between end of target stimulus presentation and start
of production, and any reactions that show the participant found a sentence odd.

4.1 Participants

All participants from the act-out experiment were asked to participate in this elic-
itation experiment. Two participants from the 4-year-old group did not cooperate
(likely due to fatigue) and were therefore withdrawn. All others participated.

4.2 Materials

This elicitation experiment used 24 give sentences (see appendix) and 24 line
drawings depicting the intended literal interpretation of these sentences. Sen-
tences were balanced for construction (prepositional/double object), animacy of
recipient and theme (animate/inanimate), and grammatical number of recipient
and theme (plural/singular). This led to odd sentences such as (8).

(8) Mom gave the cushions Anne.

Although tasks like this one often elicit exact repetitions and literal interpretations
(see for example Gibson et al. 2013), drawings were used to further reinforce lit-
eral interpretations. As only extreme violations would override this strong ten-
dency to literal interpretation, this reveals what is and what is not extreme in
participants’ systems.
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The drawing accompanying (8), for example, clarifies that Anne is the
intended theme and the cushions the intended recipient. This is odd because ani-
mates (like Anne) are prototypical recipients and inanimates (like the cushions)
prototypical themes of give. These odd sentences were included since they rep-
resent one of the possible combinations of dative alternation construction and
object animacy and the aim of this experiment was finding the effect of order,
regardless of the construction used or the role of either object. Models of adults’
dative alternation choices appear to show a preference for the realization that
places an animate object before an inanimate one and a plural object before a
singular one. These two ordering principles are in conflict when one object is an
animate singular and the other an inanimate plural, as in (8). This sentence and
others that violate one or both of these principles were used to see which principle
was easier to violate. As all possible combinations of animacy, number, and con-
struction were used, all possible combinations of violation of principles occurred.

Sentences were recorded by the same speaker and presented using the same
headphones used in the act-out experiment. Drawings were presented on the
same screen used in that experiment. The experimental software was pro-
grammed and run in PsychoPy, version 1.80.00. As in the act-out experiment,
only the verb give was used for control and simplicity of design.

4.3 Procedure

This experiment followed immediately after the act-out experiment in the same
session. It presented target sentences aurally, accompanied by drawings depicting
the intended meanings of these sentences. Participants were asked to repeat each
sentence to a stuffed toy (presented as an alien, to encourage literal interpretation
and repetition of odd sentences). After repetition (or refusal), the experimenter
advanced the presentation program to the next trial. The order of trials was fixed
to allow a narrative thread between them. Participants’ speech during this experi-
ment was recorded on the computer running the experiment software.

4.4 Results

The results of this experiment were analysed by three measures: construction
used in the reproduction, time to begin reproduction, and indications that partic-
ipants found a sentence odd.

Half of the target sentences used give in the double-object construction, the
other half used the prepositional construction. Participants’ productions for each
trial were manually transcribed and subsequently tagged for the construction
used and various features of the two objects. In 58 trials, the participant did not
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produce a sentence at all, and with a further four, it was not possible to tell with
certainty which construction the participant used (due to technical problems with
the recording equipment). These 62 trials were excluded from the analysis.

Figure 5 shows the percentages of constructions used, split by age groups and
further by the construction in the stimulus or target sentence. (The raw counts
and totals differ between age groups: 18 four-year-olds, all 20 eight-year-olds, and
all 22 adults cooperated during this experiment, although some trials from all age
groups were removed as described.) The difference between the double object
and prepositional target sentences is apparent, as are the differences between age
groups: prepositional targets almost always elicited prepositional productions.
Adults used the double object construction for almost all double object targets,
but the children used the prepositional construction for those too, with four-year-
olds doing so more often than eight-year-olds do.

Figure 5. Percentages of reproductions by construction used, for each age group

In 110 trials, the participant used a different construction than the target sentence,
but still produced a useable response. 102 of these had the double object construc-
tion in the target sentence (and thus the prepositional one in the reproduction).
They are fairly balanced in terms of the grammatical number of the target objects
but show an interesting imbalance for animacy: 61 of these 102 trials featured
a target sentence with an animate theme and an inanimate recipient. (Fisher’s
exact test confirms this to be significantly different from an even distribution of
animacy-role patterns in the 102 trials where participants changed the construc-
tion to prepositional; p= 0.03). In all but two of these 61 cases, the participant
retained the order of objects, but inserted the preposition to and thus effectively
changed the functions of the two objects. Therefore, it appears that this change
is related to this specific combination of the double object construction, an inan-
imate recipient, and an animate theme. This combination is evidently harder to
reproduce accurately.
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Of the other 41 trials where participants changed the construction to a double
object construction, 24 also had this to-insertion, 13 saw meaning-preserving con-
struction changes (such as Ben gave the kitten to the parents for the target Ben gave
the parents the kitten), and the remaining 4 had miscellaneous errors and inter-
ruptions.

A generalized logistic regression model was fit to the data (excluding the 62
trials with an unclear or no response) to model how the construction a partici-
pant used was affected by age group, the construction used in the target sentence,
the animacy and number of both objects the participant used in their production,
and the interaction between age group and all other variables named. The mean
squared error of this model is 0.056, and the mean of 100 ten-fold cross-validation
means of mean squared errors is 0.058. Effects with |z| ≥ 1.98 (and thus p ≤ 0.05)
were deemed to be significant.

Unsurprisingly, the construction in the target sentence has a strong effect in
this model: prepositional target sentences elicited more prepositional responses,
and conversely double-object targets elicited mostly double-object responses. The
model also shows that eight-year-olds were significantly less likely to choose a
prepositional construction than four-year-olds. Inanimate recipients are signif-
icantly associated with the double object construction being produced. As dis-
cussed above, many target sentences with inanimate recipients were reproduced
with to-insertion, which effectively reduces the number of reproductions with
inanimate recipients (by turning inanimate recipients into themes) while also
increasing the number of prepositional reproductions with animate recipients
(and inanimate themes). Thus, the association of inanimate recipients with the
double object construction (or, mutatis mutandis, of animate recipients with the
prepositional construction) represents the imbalance in the reproductions caused
by to-insertion. Finally, there was a significant interaction between age group
and animacy: 8-year-olds produced significantly more prepositional construction
sentences when the theme was inanimate. This means that the animacy of the
theme and the construction used are more strongly correlated for eight-year-olds
than for four-year-olds or adults.

The construction used is mostly the same as the construction in the target
sentence. In terms of Gibson et al. (2013), most reproductions demonstrate literal
interpretation. Notably, participants almost exclusively changed double object
targets, whereas prepositional target sentences are hardly changed. This is broadly
in line with Gibson et al.’s own results, which show a higher rate of literal inter-
pretation with prepositional sentences, too.

Figure 6 shows that even the most implausible sentences were reproduced lit-
erally. 82 implausible double object target sentence trials saw participants chang-
ing them to the prepositional construction, while only 8 implausible prepositional
target trials saw changes.
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Figure 6. Percentages of reproductions by construction used, for each age group and
target sentence plausibility

Participants may take longer to start reproducing sentences that are harder to
process. The time from the end of the target sentence stimulus to the start of
the participant’s reproduction measures this. This reproduction initiation time
was recorded for each trial, and a linear regression model was fit to this data to
test whether response initiation time was affected by accuracy of reproduction,
age group, target sentence construction, animacy and number of the two objects
in the target sentence, and all two-way interactions between age group, target
construction, object animacy, and object number. The mean squared error of
this model is 0.57, and the mean of 100 ten-fold cross-validation means of mean
squared errors is 0.62. Effects with |z| ≥ 1.98 (and thus p ≤ 0.05) were deemed to
be significant.

This model shows that older participants were quicker to initiate their repro-
ductions than younger participants, and accurate reproductions were initiated
significantly more quickly than inaccurate ones. The only significant interaction
in the model suggests that eight-year-olds were faster to initiate sentence repro-
duction when the target sentence contained an animate recipient than when the
target sentence recipient was inanimate.

Participants sometimes added comments or other reactions to their repro-
ductions – for example “That’s silly!” or “That doesn’t sound right.”, laughter, and
intonations that indicate questioning or disagreement. We will call these ‘odd-
ness reactions’. All trials were manually annotated for the presence or absence of
oddness reactions. Oddness reactions were rare (24 from four-year-olds, 15 from
eight-year-olds, and 9 from adults). Percentages of oddness reactions were cal-
culated for each sentence and age group, and these percentages were analysed
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using linear regression (percentage of oddness reactions as affected by target sen-
tence construction type, age group, target sentence objects’ animacy and number,
and interactions between age group, target sentence objects’ animacy, and target
sentence objects’ number). The mean squared error of this model is 0.001, and
the mean of 100 ten-fold cross-validation means of mean squared errors is 0.003.
Effects with |z| ≥ 1.98 (and thus p ≤ 0.05) were deemed to be significant.

This model shows a higher percentage of oddness reactions to inanimate recip-
ient objects for all age groups. The grammatical number of objects has no signifi-
cant effect, and neither does the type of construction used in the target sentence.

4.5 Discussion

Adult participants likely performed at ceiling in this experiment. With fully devel-
oped meta-linguistic skills, adults are capable of reproducing any sequence of
words, so a violation of animacy patterns or any other unexpected or ungrammat-
ical sentence in their native language poses no challenge for reproduction.

The typical animacy pattern for ditransitive sentences (animate recipient,
inanimate theme) appears to be easier to process than any other pattern. This is
reflected in the finding that sentences with animate recipients were overall more
likely to be reproduced accurately in this experiment than sentences with inani-
mate recipients, which violate the typical pattern. Sentences with inanimate recip-
ients met with more oddness reactions than other types of sentences.

Gibson et al. (2013) found that implausible sentences are more likely to be
interpreted literally if they are presented as part of an experimental setting with
many other implausible sentences. 31% of sentences in their experiment 3 were
implausible. In the present elicitation study, 50% of sentences were implausible.
We therefore would expect similarly high levels of literal interpretation and repe-
tition in this study.

There are two key differences between the present experiment and Gibson
et al. (2013), which arguably should lead to higher rates of literal interpretation:
pictures that reinforce the implausible literal interpretation, and the use of elicited
repetition rather than comprehension questions. Repetition arguably is a more lit-
eral task than comprehension by its very nature. Moreover, this elicited repetition
is framed as repetition to an alien, which may license literal repetition of implau-
sible sentences. Because of these points, we would predict higher levels of literal
interpretation here than in Gibson et al. (2013).

This prediction is borne out, as Figure 6 shows. Prepositional target sentences
were changed very rarely, which is in line with Gibson et al. (2013: 8053)’s pre-
diction that “comprehenders should infer nonliteral meanings more readily when
the change involves a deletion”: implausible prepositional sentences have a clear
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marker (the preposition to) that supports the implausible interpretation. Implau-
sible double object sentences, however, have no such support, and it is sensible for
participants to assume that to was deleted from a plausible prepositional sentence
in these cases.

The finding that prepositional sentences were rarely changed could also be
argued to support constructional meanings: implausible sentences in this exper-
iment had inanimate recipient objects, which can be reconciled with a ‘motion
to target’ meaning (associated, according to some, with the prepositional con-
struction). Prepositional sentences with inanimate recipients would thus not be
entirely implausible, though give typically requires an animate recipient and thus
induces some implausibility here. However, this was not the focus of the present
experiment, and other studies would be needed to substantiate this tentative con-
clusion further.

These findings explain why the documented verb bias of give, which is used
more frequently in the double-object construction, is not represented in these
results. We find more prepositional reproductions than double-object ones, but
this is due to the implausibility of the constructions and possibly to constructional
semantics.

As in the act-out study, there is no strong effect for grammatical number in
this elicitation study. This may be because there is no such effect, or because other
effects drown it out in the data.

5. General discussion

While the results of the two experiments presented in this chapter are somewhat
equivocal, they show a clear preference for harmonic, typical patterns: all else
being equal, listeners gaze at and choose potential objects that adhere to the
animate-before-inanimate ordering, which suggests they know and expect this
ordering. When asked to repeat sentences, listeners are more likely to repeat
sentences exactly if these conform to this expectation and they are also more
likely to change implausible sentences than plausible ones. Plausibility is deter-
mined by object animacy (inanimate recipients and animate themes are implau-
sible) and construction in the target sentence (implausible sentences are rendered
more implausible by the absence of a clear marker supporting the implausible
reading, but more plausible by the presence of to as such a marker). Plausible
sentences, by definition, meet a listener’s expectations, and even novel plausible
sentences are more predictable than implausible sentences. This explanation can
be extended to include Bresnan et al. (2007)’s harmonic alignment and Hawkins
(1994)’s EIC principle: speakers are more likely to produce predictable, expected,
easily-processed constructions, and listeners actively expect such sentences.
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Animate recipients are common in corpora (see de Marneffe et al. 2012), and
presumably in the input of speakers. While there is no data available on the fre-
quency of all four possible combinations of (binary) animacy for two objects, it
appears likely that the patterns with animate recipients (or recipients that can be
understood as animate) are most frequent by far, though it is less evident whether
children’s learning of this animacy pattern for transfer ditransitives is affected by
inanimate referents in similar positions (e.g. as goals/locations for put). Regardless,
it is not surprising that animate recipients should be expected.

Ditransitive sentences with an animate object before an inanimate one are
also fairly common in corpora (see Bresnan et al. 2007), so the same argument
applies. What is surprising is that these patterns are learned very early: even the
youngest participants included in the present study, aged around 4 years, exhibit
them. Further studies, focused on the earlier years of child language acquisition,
would be needed to chart this development in detail. One possible explanation
we suggest is that patterns that are frequent in the input are learned quickly – and
ditransitives, especially with give taking an animate recipient and an inanimate
theme, are frequent in child-directed speech as well as in child speech (Bürkle
2011: 39; de Marneffe et al. 2012:47).

While it has been claimed that early language acquisition favours the prepo-
sitional construction, some research (Gropen et al. 1989; Bürkle 2011) casts doubt
on this. This doubt extends to second-language acquisition, where Jäschke and
Plag (2016) found that some speakers may favour the double object construction.
Therefore, the present findings agree with this emerging literature that questions
the supposed emergence of the prepositional construction before the double
object construction. Further research should take into account the possibility
that one construction may emerge earlier than the other, but this may well differ
between individuals and originate in variation between caregivers (Campbell and
Tomasello 2001: 266, Gries and Stefanowitsch 2004).

Jäschke and Plag (2016)’s findings from second-language acquisition suggest
interesting possibilities. They found that learners of English as a second language
were guided by some, but not all, documented factors in their dative construction
choices: the objects’ length, pronominality, definiteness, animacy, and grammat-
ical person had effects in line with previous research. While there appear to be
some differences with first language acquisition (cf. de Marneffe et al. 2012), this
suggests a possible list of the most cognitively prominent factors. We agree with
Jäschke and Plag (2016) that further studies with different first and second lan-
guages are needed to fully understand the patterns of development. Are the same
features prominent in all languages, or is the degree of prominence language-
specific? The former would support a general cognitive constraint as a crosslin-
guistic explanation.
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Another task for future research is to investigate the frequencies of animacy
patterns and their ease of acquisition. Syntactic and semantic accounts of the
dative constructions may provide hypotheses for this research – for example, does
the double object construction include the null preposition that encodes posses-
sion, as for example in Harley (2002)?

Finally, while it is intuitively appealing to claim that language acquisition
is determined largely by cognitive ease, it will be necessary to define this ease
more precisely than intuition may suggest: Rowland and Noble (2011) show that
cues like to and the animacy of referents do help children as young as 3 years to
understand ditransitive sentences as intended. This arguably suggests that these
cues would also make constructions and animacy patterns easier to acquire –
but stronger evidence will be needed to support this suggestion. Moreover, to is
not the only cue to dative constructions; for instance, the presence or absence
of a determiner can indicate the double object construction in some sentences
(Rowland and Noble 2011: 68).

The hypothesis that cognitive ease drives dative alternation choices would
also lead to predictions for other ordering alternations. The benefactive alterna-
tion and heavy NP shift are two cases in point, as they both include elements
whose order could be determined by prominence and cognitive ease. Particle
verbs may reveal effects of a noisy channel model of language (Gibson et al. 2013):
Is the object-before-particle ordering more misleading with some particle verbs
than with others, and if so, do speakers avoid this ordering? Do listeners mis-
understand it? Future studies in English and other languages that answer these
questions would further our understanding of these phenomena across languages,
thus providing insights into the cognitive processing of alternations.

6. Conclusion

This chapter has aimed to provide insights into child acquisition of English dative
constructions and the factors guiding the choice between them, an area which
has so far received considerably less attention than the dative alternation as used
by adult speakers. To investigate this question, and specifically to investigate the
impact of length, animacy and grammatical number of the object arguments in
ditransitive patterns on constructional choice, two experiments were conducted;
one the one hand, a combination of an act-out task with eye-tracking, and on
the other hand, a reproduction task. The results of the former experiment indi-
cates that animacy is a strong predictor in the dative alternation in child acqui-
sition: the tendency for animate objects to be placed before inanimates – which
also impacts choice of construction – is established already at a very young age.
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The latter experiment zoomed into the interaction between order and construc-
tion in more detail, finding that conformity to ordering preferences greatly influ-
ences reproducibility of ditransitive sentences. The chapter has argued that these
findings support cognitive ease as a crucial factor in the acquisition of the Eng-
lish dative alternation, in line with earlier research into the phenomenon in adult
communication.
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Appendix

Act-out experiment sentences

In the list of trials below, the instruction sentence is reproduced in full, with the gap represented
by ____. The three nouns in brackets after each sentence represent the available options in that
trials.

Block 1
Now give the ___ to the cows. (penguin, baskets, hat)
Now give the ___ to the dogs. (camel, baskets, lock)
Now give the ___ to the frog. (squirrels, bottle, hats)
Now give the ___ to the bear. (penguins, letter, balls)
Now give the ___ to the hedgehogs. (bee, hats, basket)
Now give the ___ to the monkeys. (crab, balls, basket)
Now give the ___ to the kiwi.2 (pigs, hat, bottles)
Now give the ___ to the rabbit. (pigs, ball, bottles)
Now give the ___ to the keys. (letter, squirrels, crab)
Now give the ___ to the pears. (bottle, penguins, crab)
Now give the ___ to the pot. (letters, camel, bees)
Now give the ___ to the shirt. (letters, camel, crabs)
Now give the ___ to the hammers. (ball, pigs, squirrel)
Now give the ___ to the lemons. (lock, pigs, squirrel)
Now give the ___ to the pillow. (locks, bee, penguins)
Now give the ___ to the pencil. (locks, bee, camels)

2. Kiwi means the bird, not the fruit, in this study.
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Block 2
Now give the ____ the cows. (penguin, baskets, hat)
Now give the ____ the dog. (camels, basket, locks)
Now give the ____ the frogs. (squirrel, bottles, hat)
Now give the ____ the bear. (penguins, letter, balls)
Now give the ____ the hedgehogs. (bee, hats, basket)
Now give the ____ the monkey. (crabs, ball, baskets)
Now give the ____ the kiwis. (pig, hats, bottle)
Now give the ____ the rabbit. (pigs, ball, bottles)
Now give the ____ the keys. (letter, squirrels, crab)
Now give the ____ the pear. (bottles, penguin, crabs)
Now give the ____ the pots. (letter, camels, bee)
Now give the ____ the shirt. (letters, camel, crabs)
Now give the ____ the hammers. (ball, pigs, squirrel)
Now give the ____ the lemon. (locks, pig, squirrels)
Now give the ____ the pillows. (lock, bees, penguin)
Now give the ____ the pencil. (locks, bee, camels)

Block 3
Now give the cow the ____. (penguins, basket, hats)
Now give the dogs the ____. (camel, baskets, lock)
Now give the frog the ____. (squirrels, bottle, hats)
Now give the bears the ____. (penguin, letters, ball)
Now give the hedgehog the ____. (bees, hat, baskets)
Now give the monkeys the ____. (crab, balls, basket)
Now give the kiwi the ____. (pigs, hat, bottles)
Now give the rabbits the ____. (pig, balls, bottle)
Now give the key the ____. (letters, squirrel, crabs)
Now give the pears the ____. (bottle, penguins, crab)
Now give the pot the ____. (letters, camel, bees)
Now give the shirts the ____. (letter, camels, crab)
Now give the hammer the ____. (balls, pig, squirrels)
Now give the lemons the ____. (lock, pigs, squirrel)
Now give the pillow the ____. (locks, bee, penguins)
Now give the pencils the ____. (lock, bees, camel)

Block 4
Now give the cow to the ____. (penguins, basket, hats)
Now give the dog to the ____. (camels, basket, locks)
Now give the frogs to the ____. (squirrel, bottles, hat)
Now give the bears to the ____. (penguin, letters, ball)
Now give the hedgehog to the ____. (bees, hat, baskets)
Now give the monkey to the ____. (crabs, ball, baskets)
Now give the kiwis to the ____. (pig, hats, bottle)
Now give the rabbits to the ____. (pig, balls, bottle)
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Now give the key to the ____. (letters, squirrel, crabs)
Now give the pear to the ____. (bottles, penguin, crabs)
Now give the pots to the ____. (letter, camels, bee)
Now give the shirts to the ____. (letter, camels, crab)
Now give the hammer to the ____. (balls, pig, squirrels)
Now give the lemon to the ____. (locks, pig, squirrels)
Now give the pillows to the ____. (lock, bees, penguin)
Now give the pencils to the ____. (lock, bees, camel)

Regression tables

Table 1. Coefficients for the model of the length of choices (positive parameters indicate
effects favouring bisyllabic choices; colons indicate interaction effects; MSE =0.178)

Variable Parameter
estimate

Standard
error

z p

(Intercept)  0.65 0.14  4.70 < 0.01

bisyllabic explicit object −1.63 0.17 −9.44 < 0.01

animate explicit object −0.13 0.08 −1.71  0.09

plural explicit object  0.22 0.08  2.88 < 0.01

eight-year-olds  0.33 0.17  1.95  0.05

adults  0.86 0.18  4.79 < 0.01

gap after explicit  0.18 0.17  1.08  0.28

gap was theme −0.17 0.08 −2.28  0.02

prepositional construction −0.03 0.08 −0.45  0.65

bisyllabic explicit : gap after explicit  0.21 0.24  0.88  0.38

bisyllabic explicit : eight-year-olds −0.50 0.25 −2.00  0.05

bisyllabic explicit : adults −1.15 0.26 −4.50 < 0.01

gap after explicit : eight-year-olds  0.22 0.25  0.89  0.37

gap after explicit : adults  0.08 0.26  0.29  0.77

bisyllabic explicit : gap after explicit : eight-
year-olds

−0.99 0.36 −2.72  0.01

bisyllabic explicit : gap after explicit : adults −0.61 0.37 −1.67  0.10
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Table 2. Coefficients for the model of the animacy of choices (positive parameters
indicate effects favouring animate choices; colons indicate interaction effects;
MSE =0.209)

Variable Parameter
estimate

Standard
error

z p

(Intercept)  0.93 0.14  6.69 < 0.01

bisyllabic explicit object −0.08 0.07 −1.09  0.28

animate explicit object −1.23 0.17 −7.42 < 0.01

plural explicit object −0.05 0.07 −0.72  0.47

eight-year-olds −0.03 0.17 −0.17  0.87

adults −0.55 0.16 −3.41 < 0.01

gap after explicit  0.17 0.17  0.98  0.33

gap was theme −0.24 0.07 −3.52 < 0.01

prepositional construction −0.07 0.07 −1.03  0.30

animate explicit : gap after explicit −0.47 0.24 −1.98  0.05

animate explicit : eight-year-olds −0.96 0.25 −3.83 < 0.01

animate explicit : adults  0.40 0.23  1.75  0.08

gap after explicit : eight-year-olds  0.19 0.24  0.77  0.44

gap after explicit : adults  0.10 0.23  0.43  0.67

animate explicit : gap after explicit : eight-
year-olds

−0.01 0.36 −0.02  0.98

animate explicit : gap after explicit : adults  0.18 0.33  0.57  0.57

Elicitation experiment sentences

Dad gave Anne the coat.
Anne gave the drawing to the parents.
Mom gave the cushions Anne.
Dad gave the parents to the chairs.
Mom gave the shelves the drawing.
Dad gave the toys to Anne.
The cat gave the basket the kittens.
Mom gave the baby to the toys.
The parents gave the chairs the children.
Dad gave the kittens to the baby.
Mom gave the children the table.
Anne gave the cat to the parents.
The baby gave the car the blocks.
Dad gave the glasses to the children.
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The cat gave the milk the kitten.
Mom gave the children to the sofa.
Ben gave the parents the kitten.
Anne gave the glass to Ben.
Dad gave the cat the kittens.
Anne gave the cat to the basket.
Mom gave the kittens the crackers.
The baby gave the cracker to the blocks.
Ben gave the cat the crackers.
The cat gave the crackers to the basket.
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