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We describe a computational system for automatic analysis of syntactic complex-
ity in second language writing using fourteen different measures that have been 
explored or proposed in studies of second language development. The system 
takes a written language sample as input and produces fourteen indices of syn-
tactic complexity of the sample based on these measures. The system is designed 
with advanced second language proficiency research in mind, and is therefore 
developed and evaluated using college-level second language writing data from 
the Written English Corpus of Chinese Learners (Wen et al. 2005). Experimental 
results show that the system achieves a very high reliability on unseen test data 
from the corpus. We illustrate how the system is used in an example application 
to investigate whether and to what extent each of these measures significantly 
differentiates between different proficiency levels.
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1. Introduction

Syntactic complexity is manifest in second language writing in terms of how var-
ied and sophisticated the production units or grammatical structures are (Foster 
& Skehan 1996, Ortega 2003, Wolfe-Quintero et al. 1998). It has been considered 
an important construct in second language teaching and research, as development 
in syntactic complexity is an integral part of a second language learner’s overall 
development in the target language. A large number of different measures have 
been proposed for characterizing syntactic complexity in second language writing. 
Most of these seek to quantify one of the following in one way or another: length 
of production units (i.e. clauses, sentences, and T-units, as defined in Section 3.2), 
amount of embedding or subordination, amount of coordination, range of surface 
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syntactic structures, and degree of sophistication of particular syntactic structures 
(Ortega 2003). Notably, the specific set of measures proposed for second language 
development research differs from the set of measures widely adopted in first lan-
guage development studies (for an overview of these measures, see, e.g., Cheung 
& Kemper 1992 and Kreyer 2006), although some overlap exists. While measures 
that gauge length of production units are common in both sets, many first lan-
guage syntactic complexity measures rank syntactic structures based on patterns 
of syntactic development or frequency of use, e.g. Developmental Level (D-Level) 
(Covington et al. 2006, Rosenberg & Abbeduto 1987), Developmental Sentence 
Scoring (DSS) (Lee 1974), and Index of Productive Syntax (IPSyn) (Scarborough 
1990). Others quantify the demand of cognitive processing of different types of 
syntactic constructions, including node-counting algorithms that count the num-
ber of nodes in the phrase markers of syntactic constructions, e.g. Frazier’s (1985) 
local nonterminal count and Yngve’s (1960) depth algorithm, and word-counting 
algorithms that are based on ratios involving constituent lengths in number of 
words (e.g. Hawkins 1994). This instrumental difference is not surprising, as first 
and second language development are themselves very different processes.

A fundamental question that many second language development studies 
have attempted to answer is to what extent the many syntactic complexity metrics 
that exist are valid and reliable indices of second language learners’ developmental 
level or global proficiency in the target language. This is a crucial question, as the 
validity of the syntactic complexity metrics directly bears upon the validity of the 
research results obtained using them. In an effort to address this issue, researchers 
have conducted cross-sectional studies to investigate between-proficiency differ-
ences in syntactic complexity of second language production (e.g. Bardovi-Harlig 
& Bofman 1989, Ferris 1994, Henry 1996, Larsen-Freeman 1978) as well as longi-
tudinal studies to track the learners’ developmental changes in syntactic complex-
ity of second language production over an extended period of time (e.g. Ishikawa 
1995, Ortega 2000, Stockwell & Harrington 2003).

Intuitively, in searching for the best syntactic complexity measures as indices 
of second language development, it is desirable to directly compare the full range 
of measures under consideration using multiple sets of large-scale learner corpus 
data that encode rich, meaningful learner and task information. Similarly, in using 
syntactic complexity measures to assess second language proficiency, it is prefer-
able to apply the full range of measures of interest to the teacher or researcher to 
as much relevant learner data as necessary and possible. Unfortunately, this has 
not been an easy task in the past, due to the lack of reliable computational tools 
that can automate second language syntactic complexity measurement and the 
labor-intensiveness of manual analysis. As a result, previous studies typically ex-
amined few measures and analyzed relatively small amounts of data. For example, 
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among the twenty-five second or foreign language development studies reviewed 
in Ortega (2003), four studies examined four to five different measures, and the 
rest examined one to three measures only. In addition, the number of language 
samples analyzed in all of the twenty-one cross-sectional studies reviewed in Orte-
ga (2003) ranged from 16 to 300, with a mean of 84 and a standard deviation of 74, 
and the number of words in those language samples ranged from 70 to 500, with 
a mean of 234 and a standard deviation of 110. It is not always straightforward to 
pool the research results reported in different studies that examined different sets 
of measures using different datasets in research syntheses, as there is a significant 
amount of variability and inconsistency among those studies in terms of choice 
and definition of measures, operationalization of proficiency, language task used 
in data collection, corpus size, etc. (Ortega 2003, Wolfe-Quintero et al. 1998). To 
facilitate application of the large set of syntactic complexity measures of interest 
to second language researchers to large-scale corpus data, it is clearly necessary to 
develop computational tools that can automate analysis of syntactic complexity in 
second language production using those measures.

Several computational systems for automatic syntactic complexity analysis ex-
ist. For example, computerized profiling, a software package designed by Long et 
al. (2008) for child language research, incorporates the capability to automate the 
computation of DSS and IPSyn using shallow part-of-speech and morphological 
information. Coh-Metrix, an online toolkit developed by Graesser et al. (2004) for 
assessing text coherence, includes the following three indices of syntactic com-
plexity of a text: mean number of modifiers per noun phrase, mean number of 
higher level constituents per sentence, and the number of words appearing before 
the main verb of the main clause in the sentences of a text. D-Level Analyzer, 
an automatic syntactic complexity analyzer developed by Lu (2009) for child lan-
guage acquisition research, implements the revised Developmental Level scale us-
ing deep syntactic parsing. To the best of our knowledge, however, the measures 
incorporated in existing systems are primarily those proposed for and employed 
in first language acquisition or psycholinguistic research, whereas the wide ar-
ray of measures of particular interest to second language development researchers 
have not been systematically automated.

The goal of this paper is to fill this important gap. We describe a computational 
system for automatic analysis of syntactic complexity in second language writing 
using fourteen different measures that have been explored or proposed in the sec-
ond language development literature. The system takes a written English language 
sample in plain text format as input and produces fourteen indices of syntactic 
complexity of the sample based on these measures. The system is designed with 
advanced second language proficiency research in mind, and is therefore devel-
oped and evaluated using college-level second language writing data selected from 
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the Written English Corpus of Chinese Learners (WECCL) (Wen et al. 2005). Ex-
perimental results show that the system achieves a very high reliability on unseen 
test data from the corpus. We illustrate how the system is used in an example ap-
plication to investigate whether and to what extent each of these measures signifi-
cantly differentiates between different proficiency levels.

The rest of the paper is organized as follows: Section 2 details the choice and 
definitions of the complete set of syntactic complexity measures incorporated 
in the computational system. Section 3 describes the structure and specifics of 
the computational system. Section 4 evaluates the performance of the system 
using college-level second language writing samples selected from the WECCL. 
Section 5 illustrates how the system is used in an example application to ana-
lyze large-scale data from the WECCL to identify which of these measures sig-
nificantly discriminate proficiency levels. Section 6 concludes the paper with a 
discussion of the implications of the research results and directions for further 
research.

2. Measures of syntactic complexity

The fourteen syntactic complexity measures incorporated in the computational 
system are selected from the large set of measures reviewed in Wolfe-Quintero et 
al. (1998) and Ortega (2003). Wolfe-Quintero et al. (1998), in a large-scale research 
synthesis, examined over one hundred developmental measures of accuracy, flu-
ency, and complexity (including lexical and syntactic complexity) employed in 
thirty-nine second language writing development studies. They compared the re-
sults across all the studies that have used each measure with the aim of identifying 
the measures that best index second language learners’ developmental levels. Six 
of the syntactic complexity measures Wolfe-Quintero et al. (1998) examined were 
later investigated in greater depth in Ortega (2003) in a more focused research syn-
thesis. Ortega compared the results reported for each of the six measures among 
twenty-five college-level second and foreign language writing studies with the aim 
of determining the impact of sampling conditions on the relationship of syntactic 
complexity to proficiency, the magnitudes at which between-proficiency differ-
ences reach statistical significance, and the length of instruction period required 
for significant changes in syntactic complexity of second language writing to oc-
cur. While the specific syntactic complexity measures used in second language 
studies varied greatly, these two research syntheses represent a fairly complete pic-
ture of the repertoire of measures that second language development researchers 
draw from and therefore constitute a natural source for choosing the measures to 
be incorporated in the computational system.
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The final set of syntactic complexity measures selected consists of the six mea-
sures covered in both Wolfe-Quintero et al. (1998) and Ortega (2003), another five 
measures that were shown by at least one previous study to have at least a weak 
correlation with or effect for proficiency, and three other measures that have not 
been explored in previous studies but were recommended by Wolfe-Quintero et al. 
(1998) to pursue further. These measures can be categorized into the following five 
types: The first type consists of three measures that gauge length of production at 
the clausal, sentential, or T-unit level, namely, mean length of clause (MLC), mean 
length of sentence (MLS), and mean length of T-unit (MLT). The second type 
consists of a sentence complexity ratio (clauses per sentence, or C/S). The third 
type comprises four ratios that reflect the amount of subordination, including a 
T-unit complexity ratio (clauses per T-unit, or C/T), a complex T-unit ratio (com-
plex T-units per T-unit, or CT/T), a dependent clause ratio (dependent clauses 
per clause, or DC/C), and dependent clauses per T-unit (DC/T). The fourth type 
is made up of three ratios that measure the amount of coordination, namely, co-
ordinate phrases per clause (CP/C), coordinate phrases per T-unit (CP/T), and a 
sentence coordination ratio (T-units per sentence, or T/S). The fifth and final type 
consists of three ratios that consider the relationship between particular syntactic 
structures and larger production units, i.e. complex nominals per clause (CN/C), 
complex nominals per T-unit (CN/T), and verb phrases per T-unit (VP/T). These 
measures and their definitions are summarized in Table 1. Definitions of the vari-
ous production units and syntactic structures involved in computing these mea-
sures are discussed in Section 3.2 below.

3. System description

In this section, we describe a computational system that incorporates deep syntac-
tic parsing for computing the syntactic complexity of English language samples us-
ing the fourteen syntactic complexity measures discussed in Section 2. The system 
takes as input a written English language sample in plain text format and outputs 
fourteen indices of syntactic complexity of the sample based on the fourteen mea-
sures. This process is materialized in the following two stages: In the preprocessing 
stage, the system calls a state-of-the-art syntactic parser to analyze the syntactic 
structures of the sentences in the sample. The output is a parsed sample that con-
sists of a sequence of parse trees, with each parse tree representing the analysis of 
the syntactic structure of a sentence in the sample. In the syntactic complexity anal-
ysis stage, the system analyzes the parsed sample and produces fourteen syntactic 
complexity indices based on the analysis, in two steps: The syntactic complexity 
analyzer first retrieves and counts the occurrences of all relevant production units 



 Automatic analysis of syntactic complexity in second language writing 479

and syntactic structures necessary for calculating one or more of the fourteen mea-
sures in the sample, and then calculates the indices using those counts.

3.1 Preprocessing

As analyzing the syntactic complexity of a language sample involves identifying 
and counting the occurrences of a number of different production units and syn-
tactic structures, it is necessary to analyze the syntactic structure of each sentence 
in the sample first. The system uses the Stanford parser (Klein & Manning 2003) 
for this purpose.1 Syntactic parsers generally require the input text to be segment-
ed into individual sentences (with one sentence per line) and each sentence to be 
tokenized and part-of-speech (POS) tagged. In other words, a sentence needs to 

Table 1. The fourteen syntactic complexity measures automated

Measure Code Definition

Type 1: Length of production unit

Mean length of clause MLC # of words / # of clauses

Mean length of sentence MLS # of words / # of sentences

Mean length of T-unit MLT # of words / # of T-units

Type 2: Sentence complexity

Sentence complexity ratio C/S # of clauses / # of sentences

Type 3: Subordination

T-unit complexity ratio C/T # of clauses / # of T-units

Complex T-unit ratio CT/T # of complex T-units / # of T-units

Dependent clause ratio DC/C # of dependent clauses / # of clauses

Dependent clauses per T-unit DC/T # of dependent clauses / # of T-units

Type 4: Coordination

Coordinate phrases per clause CP/C # of coordinate phrases / # of clauses

Coordinate phrases per T-unit CP/T # of coordinate phrases / # of T-units

Sentence coordination ratio T/S # of T-units / # of sentences

Type 5: Particular structures

Complex nominals per clause CN/C # of complex nominals / # of clauses

Complex nominals per T-unit CN/T # of complex nominals / # of T-units

Verb phrases per T-unit VP/T # of verb phrases / # of T-units
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be broken into individual tokens (e.g. words, acronyms, numbers, punctuation 
marks, etc.), and each token needs to be annotated with a tag or label that indicates 
its POS category (e.g. adjective, adverb, preposition, etc.). However, the Stanford 
parser has built-in sentence segmentation, tokenization, and POS tagging func-
tionalities, and therefore no other preprocessing of the raw input text is needed. 
For example, given the sentence in (1) taken from the WECCL, the parser gener-
ates the parse tree in (2), in which the labels used to indicate the POS, phrasal, and 
clausal categories are the same as those used in the Penn Treebank (Marcus et al. 
1993).2 A parsed sample contains a sequence of such parse trees. As the Stanford 
parser is trained using native language data from the Penn Treebank, it is impor-
tant to examine the difficulties it may encounter with second language writing 
data. This is discussed in Section 4.3 below.

 (1) We use it when a girl in our dorm is acting like a spoiled child.

 (2) (ROOT
   (S
    (NP (PRP We))
    (VP (VBP use)
     (NP (PRP it))
     (SBAR
     (WHADVP (WRB when))
     (S
      (NP
      (NP (DT a) (NN girl))
      (PP (IN in)
       (NP (PRP$ our) (NN dorm))))
      (VP (VBZ is)
      (VP (VBG acting)
       (PP (IN like)
       (NP (DT a) (JJ spoiled) (NN child))))))))
   (. .)))

3.2 Syntactic complexity analysis

Given the syntactically-parsed language sample, the syntactic complexity analyzer 
first retrieves and counts all the occurrences of nine relevant production units and 
syntactic structures in the sample, i.e. words, sentences (S), clauses (C), depen-
dent clauses (DC), T-units (T), complex T-units (CT), coordinate phrases (CP), 
complex nominals (CN), and verb phrases (VP). For word counting, the analyzer 
retrieves the total number of tokens that are not punctuation marks. Since the 
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sample is tokenized and all tokens, including punctuation marks, are POS-tagged 
as part of the parsing process, this task is relatively straightforward. To count the 
number of occurrences of the other eight units and structures, the system calls 
Tregex (Levy & Andrew 2006) to query the parse trees using a set of manually 
defined Tregex patterns.3 Given a pattern that is written following the Tregex syn-
tax, Tregex retrieves only those nodes that match the pattern from the input parse 
trees. The design of patterns that match the set of production units and syntactic 
structures we are looking for entails explicit definitions of these units and struc-
tures. As Wolfe-Quintero et al. (1998) noted, many previous studies failed to pro-
vide such explicit definitions, and the definitions that have been presented were 
not always completely consistent with each other. In what follows, we describe 
the definitions adopted in this study and the Tregex patterns developed to opera-
tionalize them. In the current system, if competing definitions of the same unit or 
structure exist, we generally favor the one that appears to be most widely accepted 
or, in cases where no single definition is most theoretically appealing than others, 
the one that can be operationalized most accurately given the language technology 
at our disposal.

Sentences. A sentence is a group of words delimited with one of the following 
punctuation marks that signal the end of a sentence: period, question mark, excla-
mation mark, quotation mark, or ellipsis (Hunt 1965, Tapia 1993).4 This is com-
patible with the definition assumed by the sentence segmentation module in the 
Stanford parser. This definition is operationalized using the Tregex pattern in (3), 
which simply matches a ROOT node, as the parse tree of a sentence always has one 
and only one ROOT node. For example, this pattern matches the ROOT node in 
(2) that represents the sentence in (1).

 (3) “ROOT”

Clauses. A clause is defined as a structure with a subject and a finite verb (Hunt 
1965, Polio 1997), and includes independent clauses, adjective clauses, adverbial 
clauses, and nominal clauses. This is operationalized using the Tregex pattern in 
(4), which matches a clausal node (S, SINV, or SQ) that immediately dominates 
a finite verb phrase, i.e. a VP that is immediately headed by a modal verb (MD) 
or a finite verb (VBD, VBP, or VBZ).5 For example, the pattern matches the two S 
nodes from the parse tree in (2) that represent the two clauses in the sentence in 
(1). Both of the two S nodes immediately dominate a VP that is immediately head-
ed by a finite verb: use (tagged as VBP) in the case of the first S node and is (tagged 
as VBZ) in the case of the second one. Non-finite verb phrases are excluded in the 
definition of clauses (e.g. Bardovi-Harlig & Bofman 1989), but are included in the 
definition of verb phrases below. However, following Bardovi-Harlig & Bofman 
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(1989), we allow clauses to include sentence fragments punctuated by the writer 
that contain no overt verb. The Tregex pattern in (5) matches FRAG nodes that 
represent such fragments.6

 (4) “S|SINV|SQ < (VP <# MD|VBD|VBP|VBZ)”

 (5) “FRAG > ROOT !<< VP”

Dependent clauses. In line with the definition of clause, a dependent clause is de-
fined as a finite adjective, adverbial, or nominal clause (Cooper 1976, Hunt 1965, 
Kameen 1979). This is operationalized using the Tregex pattern in (6), which 
matches an SBAR node that immediately dominates a finite clause (as defined in 
the pattern in (4) above). As an example, the pattern matches the SBAR node in (2) 
that represents the dependent clause in the sentence in (1). This SBAR node im-
mediately dominates an S node that in turn immediately dominates a VP headed 
by the finite verb is (tagged as VBZ).

 (6) “SBAR < (S|SINV|SQ < (VP <# MD|VBD|VBP|VBZ))”

T-units. A T-unit is “one main clause plus any subordinate clause or nonclausal 
structure that is attached to or embedded in it” (Hunt 1970: 4). Given that it is only 
possible to search parse trees one by one using Tregex, we specify that a T-unit can 
only occur within a sentence punctuated by the writer (Homburg 1984, Ishikawa 
1995). This definition is operationalized using the Tregex pattern in (7), which 
matches a clausal node (S, SBARQ, SINV, or SQ) that satisfies one of the following 
two conditions: (i) it is immediately dominated by a ROOT node (i.e. it is a top-
level independent clause), or (ii) it is the right sister of a clausal node and it is not 
dominated by an SBAR or VP node (i.e. it is a coordinate independent clause).7 
For example, this pattern matches the first S node in (2), which is immediately 
dominated by a ROOT node, but not the second S node, which does not satisfy 
either of the two conditions. We also allow a T-unit to include sentence fragments 
punctuated by the writer (Bardovi-Harlig & Bofman 1989, Tapia 1993). This is 
operationalized using the Tregex pattern in (8), which simply matches a sentence 
fragment punctuated by the writer.

 (7) “S|SBARQ|SINV|SQ > ROOT | [$-- S|SBARQ|SINV|SQ !>> SBAR|VP]”

 (8) “FRAG > ROOT”

Complex T-units. A complex T-unit is one that contains a dependent clause (Casa-
nave 1994). This is operationalized using the Tregex pattern in (9), which matches 
a T-unit (as defined in the pattern in (7)) that dominates a dependent clause (as 
defined in the pattern in (6)).8 For example, this pattern matches the first S node 
in (2), which is immediately dominated by a ROOT node (therefore a T-unit) and 
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which dominates an SBAR node that represents a dependent clause (therefore a 
complex T-unit).

 (9) “S|SBARQ|SINV|SQ [> ROOT | [$-- S|SBARQ|SINV|SQ !>> SBAR|VP]] << 
(SBAR < (S|SQ|SINV < (VP <# MD|VBP|VBZ|VBD)))”

Coordinate phrases. Only adjective, adverb, noun, and verb phrases are counted 
in coordinate phrases (Cooper 1976). These are captured using the Tregex pattern 
in (10), which matches an adjective phrase (ADJP), adverb phrase (ADVP), noun 
phrase (NP), or verb phrase (VP) that immediately dominates a coordinating con-
junction (CC). As an example, this pattern matches the ADJP node in (11), which 
immediately dominates a CC node.

 (10) “ADJP|ADVP|NP|VP < CC”

 (11) (ADJP (JJ long)
   (CC and)
   (JJ invisible))

Complex nominals. Complex nominals comprise (i) nouns plus adjective, posses-
sive, prepositional phrase, relative clause, participle, or appositive, (ii) nominal 
clauses, and (iii) gerunds and infinitives in subject position (Cooper 1976). These 
are operationalized using the Tregex patterns in (12), (13), and (14) respectively. 
The pattern in (12) matches an NP node that is not immediately dominated by 
another NP and that dominates an adjective (JJ), possessive (POS), prepositional 
phrase (PP), relative clause (S), participle (VBG), or appositive (an NP that is a left 
sister of another NP and that is not the immediate left sister of a CC).9 For exam-
ple, this pattern matches the two NP nodes in (2) that represent the noun phrases 
a girl in our dorm and a spoiled child respectively. The pattern in (13) retrieves 
nominal clauses by matching an SBAR node in subject or object position (i.e. it is 
either an immediate left sister of a VP or is immediately dominated by a VP) that 
satisfies one of the following two conditions: (i) it immediately dominates a wh-
noun phrase (WHNP) (e.g. what I like) or a complementizer (i.e. that or for tagged 
as a preposition, as in that you like to read), or (ii) it has an S node as its first child 
(i.e. a clausal object without a complementizer, as in I know you like to read). The 
pattern in (14) retrieves gerunds and infinitives in subject position by matching an 
S node that immediately dominates a VP headed by a gerund or the infinitive “to” 
and that is an immediate left sister of a VP (e.g. Saving energy is really important).

 (12) “NP !> NP [<< JJ|POS|PP|S|VBG |<< (NP $++ NP !$+ CC)]”

 (13) “SBAR [$+ VP | > VP] & [<# WHNP |<# (IN < That|that|For|for) |<, S]”

 (14) “S < (VP <# VBG|TO) $+ VP”
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Verb phrases. Verb phrases comprise both finite and non-finite verb phrases. This 
is operationalized using the Tregex pattern in (15), which matches a VP node that 
is immediately dominated by a clausal node. This restriction allows us to retrieve 
verb phrases immediately headed by a modal or auxiliary verb, e.g. is acting like a 
spoiled child, only once. For example, this pattern matches the first two VP nodes 
in (2), both of which are immediately dominated by an S node, but not the third 
VP node.

 (15) “VP > S|SQ|SINV”

After the occurrences of the nine production units and syntactic structures in the 
syntactically-parsed writing sample have been retrieved using Tregex, the syn-
tactic complexity analyzer uses the counts of those occurrences to compute the 
syntactic complexity of the writing sample. The final output is fourteen numeric 
scores, each of which is an index of the syntactic complexity of the writing sample 
based on one of the fourteen measures.

3.3 Technical details

This system is freely available to the research community.10 It runs on UNIX-like 
systems (e.g. Linux, Mac OS, and UNIX) with the following recommended hard-
ware requirements: a 750MHz Pentium III processor or better and 2GB or more 
RAM. The system consists of the following three components. The first two are 
freely available third-party tools, which need to be licensed and installed separately.

1. Stanford parser (Klein & Manning 2003). The user may choose any state-
of-the-art syntactic parser that is consistent with the Penn Treebank parsing 
scheme, such as Collins’ (1999) parser. The Stanford parser is recommended 
because of its combination of high accuracy and ease of use, particularly its 
built-in sentence segmentation, tokenization, and POS-tagging functional-
ities. Parsing is the step that requires the greatest amount of memory and pro-
cessing time. Klein & Manning (2003) reported that, on a 750MHz Pentium 
III with 2GB RAM, the average time to parse a sentence with the best model 
was 33.6 seconds for 20-word sentences and 91.6 seconds for 40-word sen-
tences. The parser has a reported F-score of .867 for constituent labeling.

2. Tregex (Levy & Andrew 2006). Tregex is used in the syntactic complexity ana-
lyzer to query syntactically-parsed language samples in order to retrieve and 
count the occurrences of relevant production units and syntactic structures.

3. The syntactic complexity analyzer. This is implemented in python. It takes a 
syntactically parsed English language sample as input and generates an out-
put file with two ordered, comma-delimited lists, one per line. The first line 
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contains a list of twenty-three codes, nine for the production units and struc-
tures and fourteen for the syntactic complexity measures. The second line 
contains a list of frequency counts for the nine units and structures and syn-
tactic complexity indices computed using the fourteen measures. With the 
recommended hardware above, the analyzer processed 10,000 parsed sentenc-
es from the WECCL with an average length of 14 words in approximately 25 
seconds, amounting to about 400 sentences per second.

4. System evaluation

4.1 Data selection and annotation

The computational system is designed with advanced second language proficiency 
research in mind, and is therefore developed and tested using college-level second 
language writing data selected from the Written English Corpus of Chinese Learn-
ers. This corpus comprises 3,554 essays written by English majors from nine dif-
ferent four-year colleges in China.11 These essays contain an average of 315 words, 
with a standard deviation of 87. Each essay is preceded by a header that provides the 
following information: mode (written), genre (argumentation, narration, or exposi-
tion), school level (year in college), year of admission (2000 through 2003), timing 
condition (timed or untimed), institution code, and length. Table 2 summarizes the 
distribution of the essays in terms of school level, genre, and timing condition.12

We randomly selected 40 essays from the corpus, with 20 used for develop-
ment and the other 20 reserved for testing. The development data was used for 
designing and revising the syntactic complexity analyzer, particularly the Tre-
gex patterns, and the test data was used for evaluating the performance of the 
final system. Two trained annotators first independently labeled the boundaries 
of the production units and syntactic structures discussed in Section 3.2 (except 
words) in 10 of the 40 essays. The analyses of these 10 essays were used to assess 

Table 2. Essay distribution in the WECCL

School Level Argumentation Narration Exposition Total

Timed Untimed Timed Untimed Timed Untimed

1   695   395  89 0 30 0 1,209

2   441   398 246 0 28 0 1,113

3   504   459  91 0 30 0 1,084

4    60     0  88 0  0 0   148

Total 1,700 1,252 514 0 88 0 3,554
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inter-annotator agreement on the identification of each unit and structure. Fol-
lowing Brants (2000), we computed inter-annotator agreement using the standard 
metrics of precision, recall, and F-score, as in (16) through (18), where A1 and A2 
denote the analysis by the first and second annotator respectively. Two structures 
are considered identical if they have the same start, end, and category label. Since a 
gold standard annotation is not involved in comparing the two annotators’ analy-
ses, the interpretations of precision and recall are different from what they usually 
mean, and the most useful measure to look at is the F-score in this case.

 (16) Precision =
Number of identical structures in A1 and A2

Number of structures in A1
  

 (17) Recall =
Number of identical structures in A1 and A2

Number of structures in A2
  

 (18) F-score =
2 * (Precision * Recall)

Precision+Recall
 

As the results in Table 3 show, inter-annotator agreement on the eight production 
units and syntactic structures was fairly high, with F-scores ranging from .907 for 
complex nominals to 1.000 for sentences. Table 4 further shows that correlations 
between the syntactic complexity scores computed by the two annotators for the 10 
individual essays are very strong, ranging from .912 for CT/T to 1.000 for MLS. The 
annotators indicated that the explicit definitions and the training provided to them 
were helpful. Discrepancies between the two annotations were resolved through 

Table 3. Inter-annotator agreement on production unit and syntactic structure identifica-
tion

Structure Counts Inter-annotator agreement

A1 A2 Identical Precision Recall F-score

S 170 170 170 1.000 1.000 1.000

C 274 284 266  .971  .937  .954

DC  89  91  85  .955  .934  .944

T 185 183 181  .978  .989  .983

CT  70  74  67  .957  .905  .930

CP  76  78  73  .961  .936  .948

CN 292 304 270  .925  .889  .907

VP 397 406 374  .942  .921  .931
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discussion, and the other 30 essays were subsequently analyzed, each by one an-
notator. The annotators reported an average of two hours for analyzing each essay.

4.2 Results of unit and structure identification

Tables 5 and 6 summarize the results of the system’s identification of the eight 
production units and syntactic structures on the development and test data re-
spectively. Precision, recall, and F-score are computed using the same formula as 
in (16) through (18), except that A1 and A2 now denote the analysis by the system 
and that by the annotators respectively. As the results indicate, the system achieves 
a very high degree of reliability for identifying these units and structures, with 
F-scores ranging from .846 for complex nominals to 1.000 for sentences on the 
development data, and from .830 for complex nominals to 1.000 for sentences on 
the test data.

Table 4. Correlations between complexity scores computed by the two annotators

Measure Correlation Measure Correlation

MLC  .985 DC/T .981

MLS 1.000 CP/C .964

MLT  .998 CP/T .965

C/S  .978 T/S .969

C/T  .978 CN/C .948

CT/T  .912 CN/T .957

DC/C  .954 VP/T .958

Table 5. Results of unit and structure identification on the development data

Structure Counts System-annotator agreement

System Annotators Identical Precision Recall F-score

S 323 323 323 1.000 1.000 1.000

C 525 537 514  .979  .957  .968

DC 173 181 165  .954  .912  .932

T 352 356 349  .991  .980  .985

CT 140 148 138  .986  .932  .958

CP 158 154 142  .899  .922  .910

CN 608 527 480  .789  .911  .846

VP 767 775 722  .941  .932  .936
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The system generally achieves a higher degree of reliability for identifying 
higher-level production units and structures, viz. sentences, T-units, clauses, 
and complex T-units, than lower-level ones, viz. dependent clauses, coordinate 
phrases, complex nominals, and verb phrases. This is probably not surprising. Our 
error analysis suggests that most of the errors produced by the system can be at-
tributed to parsing errors that primarily involved attachment level or conjunction 
scope. Such parsing errors do not affect the identification of higher-level units and 
structures as much as they do lower-level ones. Specifically, as long as a parsing 
error is contained within the boundaries of a unit or structure, it will not affect 
the identification of the boundaries of that unit or structure. Take the following 
prepositional phrase attachment error as an example. In analyzing the verb phrase 
benefit a lot from the Internet in academic study, the parser mistakenly attaches 
the prepositional phrase in academic study to the noun phrase the Internet. This 
unavoidably causes the system to erroneously identify the Internet in academic 
study as a complex nominal. However, this structural misanalysis does not affect 
the identification of the boundaries of the verb phrase or the clause, T-unit, and 
sentence containing the verb phrase.

The error analysis also indicates that learner errors found in the corpus do 
not constitute a major cause for errors in parsing or in identifying the produc-
tion units and syntactic structures in question. The data suggest that for advanced 
learners, problems with writing at the sentence (as opposed to discourse) level 
seem to reside more in idiomaticity (e.g. issues with collocation) than in gram-
matical completeness. In addition, most of the learner errors that do exist in the 
corpus (e.g. errors with determiners or agreement) are of the types that do not lead 
to structural misanalysis by the parser or misrecognition of the production units 
and syntactic structures in question by the system.

Table 6. Results of unit and structure identification on the test data

Structure Counts System-annotator agreement

System Annotators Identical Precision Recall F-score

S 357 357 357 1.000 1.000 1.000

C 545 558 530  .972  .950  .961

DC 170 178 161  .947  .904  .925

T 376 380 369  .981  .971  .976

CT 129 136 126  .977  .926  .951

CP 138 135 125  .906  .926  .916

CN 660 572 511  .774  .893  .830

VP 750 758 698  .931  .921  .926
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4.3 Results of syntactic complexity scoring

Finally, Table 7 summarizes the correlations between the complexity scores com-
puted by the system and by the annotators for the individual essays. The correla-
tions range from .845 for CP/C to 1.000 for MLS on the development data, and 
from .834 for CP/C to 1.000 for MLS on the test data. All of the correlations are sig-
nificant at the .01 level. These strong correlations suggest that the system achieves 
a high degree of reliability in terms of the syntactic complexity scores it generates.

Table 7. Correlations between complexity scores computed by the annotators and the 
system

Measure Development Test Measure Development Test

MLC  .941  .932 DC/T .950 .941

MLS 1.000 1.000 CP/C .845 .834

MLT  .989  .987 CP/T .876 .871

C/S  .939  .928 T/S .931 .919

C/T  .978  .961 CN/C .883 .867

CT/T  .903  .892 CN/T .904 .896

DC/C  .851  .840 VP/T .879 .858

5. An example application

In this section, we describe an example application of the system where it is used 
in a preliminary study to analyze data from the WECCL to investigate which of 
the fourteen syntactic complexity measures significantly differentiate between dif-
ferent language proficiency levels. We are especially interested in identifying mea-
sures that progress linearly across proficiency levels with statistically significant 
between-level differences. Language proficiency has been conceptualized in many 
different ways, including program levels, school levels, holistic ratings, classroom 
grades, etc. (Wolfe-Quintero et al. 1998). Given the information available in the 
corpus, we conceptualize proficiency using school levels. The subset of data ana-
lyzed includes all of the 1,640 timed argumentative essays written by students at 
the first three school levels (see Table 2). Using timed argumentative essays only 
allows us to avoid potential effects of genre and timing condition. The fourth 
school level is excluded as the corpus contains a relatively small number of essays 
written by students at that level.

Table 8 summarizes the means and standard deviations (SD) of the syntac-
tic complexity values of the timed argumentative essays at each of the first three 
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school levels as well as the results of one-way ANOVAs of the means. Given that 
we are investigating fourteen measures and therefore performing fourteen tests on 
the same dataset simultaneously, we employ the Bonferroni correction to avoid 
spurious positives. This sets the alpha value for each comparison to .05/14, or .004, 
where .05 is the significance level for the complete set of tests, and 14 is the num-
ber of individual tests being performed. In cases where the one-way ANOVA re-
veals statistically significant between-level differences, the Bonferroni test, a post 
hoc multiple comparison test, is run to determine whether such differences exist 
between any two levels.

As the results indicate, six measures show statistically significant between-level 
differences at the adjusted alpha level of .004 and progress linearly across the three 
school levels. These are highlighted in Table 8 and comprise two length of pro-
duction measures, MLC and MLT; two coordination measures, CP/C and CP/T; 
and two complex nominal measures, CN/C and CN/T. In terms of their ability 
to discriminate adjacent school levels, Bonferroni tests suggest that statistically 
significant differences are found between levels one and two as well as between 
levels two and three for MLC, but only between levels two and three for the other 
five measures. Two other measures, MLS and VP/T, also demonstrate statistically 
significant between-level differences but do not progress linearly. Bonferroni tests 
suggest that they both decline insignificantly from level one to level two and then 

Table 8. Syntactic complexity values of timed argumentative essays

Measure Level 1 (N=695) Level 2 (N=441) Level 3 (N=504) ANOVA

Mean SD Mean SD Mean SD F Sig.

MLC  8.796 1.439  9.098 1.504  9.627 1.736 42.035  .000

MLS 14.675 3.674 14.665 3.341 15.748 3.510 16.193  .000

MLT 13.178 2.559 13.320 2.632 14.431 2.953 35.584  .000

C/S  1.689  .426  1.627  .340  1.656  .354  3.711  .025

C/T  1.513  .267  1.475  .242  1.514  .268  3.410  .033

CT/T   .397  .138   .378  .142   .386  .134  2.734  .065

DC/C   .334  .090   .320  .099   .327  .089  3.423  .033

DC/T   .524  .220   .489  .216   .514  .220  3.294  .037

CP/C   .221  .127   .233  .128   .283  .144 33.693  .000

CP/T   .326  .181   .338  .184   .418  .203 37.756  .000

T/S  1.112  .151  1.102  .136  1.092  .104  3.440  .032

CN/C   .943  .283   .987  .283  1.101  .331 37.909  .000

CN/T  1.415  .452  1.453  .478  1.651  .518 42.047  .000

VP/T  2.044  .397  1.969  .377  2.061  .381  7.442  .001
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increase significantly from level two to level three. Finally, statistically significant 
between-level differences are not found for the other six measures.

These preliminary results allow us to make an important observation with 
respect to the syntactic development of Chinese learners of English. Students at 
higher proficiency levels tend to produce longer clauses and T-units, not as a result 
of increased use of dependent clauses or complex T-units, but as a result of in-
creased use of complex phrases such as coordinate phrases and complex nominals. 
For ESL writing instruction, this observation points to the importance of helping 
students engage with complexity more at the phrasal level and less at the clausal 
level as they advance to higher levels of proficiency.

6. Discussion and conclusion

We have described a computational system designed for automatic syntactic com-
plexity analysis of second language writing samples produced by advanced learn-
ers, using fourteen different measures. The system was developed and tested using 
college-level second language writing data from the WECCL. Experimental results 
show that the system achieves a high degree of reliability in identifying relevant 
production units and syntactic structures from the essays as well as in comput-
ing the syntactic complexity indices for the essays. F-scores of unit and structure 
identification range from .830 for complex nominals to 1.000 for sentences on the 
test data, and correlations between the syntactic complexity scores computed by 
the system and the human annotators range from .834 for CP/C to 1.000 for MLS. 
The error analysis indicated that errors in unit and structure identification were 
primarily caused by parsing errors involving attachment level and conjunction 
scope. It is important, however, to note that the results were obtained on writing 
samples produced by advanced second language learners that have little or no dif-
ficulty with producing grammatically complete sentences. These results cannot be 
readily extended to writing samples that contain a large portion of grammatically 
incomplete sentences, such as those produced by beginner-level learners.

This system provides a useful tool to second language writing researchers for 
analyzing the syntactic complexity of any number of writing samples using any or 
all of the fourteen complexity measures, effectively eliminating the bottleneck on 
the size of the dataset that can be analyzed. The system also has significant implica-
tions for second language writing assessment and pedagogy. As Wolfe-Quintero et 
al. (1998) pointed out, developmental measures have useful potential applications 
in test validation, program placement, end-of-course assessment, and trait analysis 
of holistic ratings. ESL assessment studies have used developmental measures to 
validate placement tests (e.g. Arnaud 1992) and have analyzed syntactic features of 
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ESL writing by learners at different second language proficiency levels as well as in 
comparison to first language academic writing (e.g. Ferris 1994, Hinkel 2003). As 
results from such studies are often used to inform learner placement and promotion 
decisions (Wolfe-Quintero et al. 1998), the ability to automate syntactic complexity 
analysis of large-scale writing data is highly desirable, because it is likely to lead to in-
creased reliability of the results obtained. For second language writing teachers, the 
system can facilitate comparing syntactic complexity of writing samples produced 
by different students, assessing changes in syntactic complexity of one or more stu-
dents after a particular pedagogical intervention, or tracking syntactic development 
of one or more students over a particular period of time. These practices can help 
teachers understand the syntactic development of their students and evaluate the ef-
fectiveness of pedagogical interventions aimed at promoting syntactic development.

Future research will focus on enhancement of the computational system and 
application of the system to second language writing development research. First, 
the current system incorporates fourteen syntactic complexity measures and 
adopts the most commonly used definitions for relevant production units and 
syntactic structures. Enhancement of the system in terms of incorporating more 
syntactic complexity measures as well as providing options for valid alternative 
definitions of the production units and syntactic structures may help better meet 
the diverse needs of different second language writing teachers and researchers. 
Second, through the example application described in Section 5, we have dem-
onstrated how the system can be used to determine the extent to which differ-
ent measures can differentiate between different proficiency levels. We envisage a 
wide range of applications of the system in second language writing development 
research. In particular, given large-scale learner corpus data that encode rich, 
meaningful learner and task information, the system can be used to analyze such 
data to answer important research questions on various aspects of the relationship 
between syntactic complexity and writing proficiency. For example, it is useful to 
investigate, on a large scale, the roles various variables play in this relationship, 
including conceptualization of writing proficiency (e.g. school levels, program 
levels, holistic ratings, etc.), sampling condition and criteria (e.g. task type, genre, 
timing conditions, instructional setting, etc.), and learner background (e.g. first 
language, learning strategy, etc.), among others. It is also important to understand 
how different syntactic complexity measures compare with and relate to each oth-
er as indices of second language development. Aspects that need to be investigated 
to achieve this understanding include the extent to which each measure discrimi-
nates different proficiency levels, the magnitude at which between-level difference 
in each measure becomes statistically significant, the patterns of development as-
sociated with each measure, and the strength of correlations between different 
measures or different sets of measures.
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Notes

1. http://nlp.stanford.edu/software/lex-parser.shtml

2. In (2), ROOT = root of the parse tree, S = simple declarative clause, NP = noun phrase, 
PRP = personal pronoun, VP = verb phrase, VBP = verb (non third-person singular), SBAR = sub-
ordinate clause, WHADVP = wh-adverb phrase, WRB = wh-adverb, DT = determiner, NN = sin-
gular or mass noun, PP = preposition phrase, IN = preposition, PRP$ = possessive pronoun, 
VBZ = verb (third-person singular present), VBG = verb (gerund or present participle), and 
JJ = adjective.

3. http://nlp.stanford.edu/software/tregex.shtml

4. Note that the occurrence of a period, question mark, exclamation mark, quotation mark, or 
ellipsis does not always signal the end of a sentence. For example, a quotation mark may appear 
in the middle of a sentence. The sentence segmentation module of the Stanford parser handles 
this type of ambiguity.

5. The “|” operator separates a disjunctive list of nodes or relations. “A < B” matches a node A 
that immediately dominates B. “A <# B” matches a node A that is immediately headed by B. In 
a chain of relations, all relations are relative to the first node. Parentheses “(” and “)” are used 
to group nodes, so the pattern “A < (B <# C)” matches a node A that immediately dominates B, 
where B is immediately headed by C. SINV = inverted declarative sentence, SQ = inverted yes/
no question or main clause of a wh-question, MD = modal verb, and VBD = verb (past tense).

6. “A > B” matches a node A that is immediately dominated by B. The “!” operator negates a rela-
tion. “A << B” matches a node A that dominates B. Since all relations are relative to the first node 
in a chain of relations, the pattern “A > B !<< C” in (5) matches a node A that is immediately 
dominated by B and that does not dominate C.

7. Brackets “[” and “]” are used to group relations. “A $ — B” matches a node A that is a right 
sister of B. “A >> B” matches a node A that is dominated by B. So in (7), the pattern “A > B | 
[$--  C !>> D]” matches a node A that is immediately dominated by B, or a node A that is a right 
sister of C and that is not dominated by D.

8. Reading of the pattern in (9) can be improved by re-reading the patterns in (7) and (6).

9. “A $++ B” matches a node A that is a left sister of B. “A $+ B” matches a node A that is the 
immediate left sister of B. S is used for relative clause instead of SBAR because an SBAR node 
always dominates an S node, and using an S node also covers infinitive clauses modifying an NP, 
e.g. the desire to succeed.

10. The system can be downloaded from http://www.personal.psu.edu/xxl13/download.html

11. The original corpus contains 3,678 files. However, with a script written to check the integrity 
of these files, we found 124 of these files unusable. These consist of one file with no header, one 
with two non-identical headers, four with only one sentence, 17 empty files, and 101 that dupli-
cate other files. This leaves us with 3,554 valid files.

12. The statistics published in Wen et al. (2005) appear to be inconsistent with the data in the 
corpus.

http://nlp.stanford.edu/software/lex-parser.shtml
http://nlp.stanford.edu/software/tregex.shtml
http://www.personal.psu.edu/xxl13/download.html
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